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A B S T R A C T

Cloud computing environment is becoming increasingly complex due to its large-scale information growth and
increasing heterogeneity of computing resources. Hierarchical Cloud computing dividing the system into multi-
levels with multiple subsystems to support the adaptability to abundant requests from users has been widely
applied and brings great challenges to resource scheduling. It is critical to find an effective way to address the
complex scheduling problems in hierarchical Cloud computing, whose scenarios and optimization objectives
often change with the types of subsystems. In this paper, we propose a scheduling framework to select the
scheduling algorithms (SFSSA) for different scheduling scenarios considering no algorithm well suitable to
all scenarios. To concretize SFSSA, we propose deep learning-based algorithms selectors (DLS) trained by
labeled data and deep reinforcement learning-based algorithms selectors (DRLS) trained by feedback from
dynamic scenarios to complete the algorithms selection regarding the scheduling algorithms as selectable tools.
Then, we apply strategies including pre-trained model, long experience reply and joint training to improve
the performance of DRLS. To enable the quantitative comparison of selectors, we introduce a weighted cost
model for the trade-off between solution and complexity. Through multiple sets of experiments in hierarchical
Cloud computing with multi subsystems for five types of scheduling problems and varying weights of cost, we
demonstrate DLS and DRLS outperform baseline strategies. Compared with random selector, greedy selector,
round-robin selector, single best selector, virtual best selector and single fast selector, DLS reduces the cost
by 47.4%, 46.1%, 33.9%, 47.9%, 19.3%, 18.8% under stable parameter ranges, and DRLS reduces the cost
by 41.1%, 40.6%, 11.7%, 42.3%, 11.5%, 12.5% in dynamic scenarios respectively. In experiments, we also
validate DRLS has stronger adaptability than DLS in dynamic scheduling scenarios and DRLS using all of
strategies achieves the best performance.
1. Introduction

The advent of Industry 4.0 and 5G Era is producing an increasing
volume of data to Internet putting forward requirements for mighty
software systems of network (Armbrust et al., 2010). Cloud comput-
ing, as a large-scale distributed system that provides flexible, reliable,
dynamic and high coverage services, has shown significant advantages
in meeting the demand of Internet and is playing an indispensable
role in various professions including scientific research and engineering
production (Adhikari et al., 2019). With its heterogeneous resources
and policy of pay-as-you-use, Cloud computing can respond to different
types of users’ requests such as transmission requests, storage requests,
computing requests, etc (Zhou et al., 2019; Kumar et al., 2019). Cur-
rently, Cloud computing has become the foundation for many business
applications (Guo et al., 2021).
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The increasing task requests and data transmission make the scale
of Cloud computing system gradually expand based on deployment
of hardware devices. However, the deployment capability lags behind
the increase of Internet data, which presses exactly the management
of resources in Cloud. In addition, inappropriate utilization ratio of
resources will cause excessive energy consumption, high running time
of tasks, and significant burden to systems so as to reduce the qual-
ity of service, reduce service life of components and increase CO2
emission, which presents the necessity of requirement for efficient
scheduling (Zhou et al., 2019; Kumar et al., 2019; Wan et al., 2020).
Various factors containing time, resource state and environment, will
affect the optimization objective and scenario, resulting in greatly high
complexity of the solution process. Therefore, the research of resource
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scheduling in Cloud computing has always been a hotspot and nodus in
the era of big data, which also influences the position and development
of Cloud computing in society.

One novel structure of hierarchical Cloud computing (including
mobile edge computing) is to divide the Cloud system into multiple
subsystems (Multi-Level Cloud System) to provide specific types of
services for corresponding users, which reduces the computational
complexity of resource management and achieve considerable per-
formance (Lu et al., 2020; Li et al., 2020). Thus, research on multi
Cloud environments is one of the tendencies to improve the application
performance of Cloud (Hu et al., 2018). The potential user types are the
basis of subsystem division and the types of services, which also cause
the difference of equipment composition between different subsystems.
This difference determines the various objectives of each subsystem and
increases the difficulty of resource management. Resource management
has been broadly studied and there are various scheduling algorithms
such as heuristic, meta-heuristics and machine learning. Some algo-
rithms, such as Ant colony algorithm (Sudarshan Chakravarthy et al.,
2019), NSGA-II algorithm (Sofia and Ganeshkumar, 2018) and deep
reinforcement learning (Guo et al., 2021; Li et al., 2020), have shown
excellent performance in the existing research, whereas the scheduler
based on single scheduling algorithm is far from meeting the demand of
the actual operation environment, especially with multi subsystems as
no algorithm can fit all scenarios of Cloud computing and perform bet-
ter than other algorithms currently. Meta-heuristic, deep reinforcement
learning and other algorithms, that can resolve the problem of variable
optimization objectives and scenarios to a certain extent, require and
consume extensive computing resources and time with the increasing
complexity of the problem. And some algorithms with certain rapidity
such as LPT, FCFS, RR, BFD and Greedy can only address the resource
scheduling in simple scenarios with the low requirement as their so-
lution is obviously worse than other complex algorithms (Guo et al.,
2021; Mao et al., 2021).

The existing contradiction, that determines the upper limit of the
profit, is the balance between optimization and complexity of the
algorithm. Moreover, the increasing complexity of the algorithm will
abate the realistic value to deploy and apply the algorithm as well as
cause resource bottleneck and risk in the operation process of Cloud
systems. Therefore, the improvement of one algorithm is inadequate
to solve this contradiction. Some existing research on the resource
scheduling in hierarchical Cloud computing applied DQN (Lu et al.,
2020; Li et al., 2020), Joint DC (JCORA) algorithm (Nguyen et al.,
2020), a penalized successive convex approximation (P-SCA)-based
algorithm (Liu et al., 2020), and VCEPSO based on particle swarm opti-
mization (Li, 2020) and achieved good performance in their researched
problem. However, they mainly focused on the improvement of a single
scheduling algorithm without considering the differences between sub-
systems and between their objectives. In reality, different subsystems
in hierarchical Cloud computing may have different equipment com-
positions to provide different services for various users, which causes
the change of optimization objectives concerned by resource scheduling
of different subsystems. Therefore, it is considerable to dynamically
select algorithms for variable scenarios. This prompts us to consider
making full use of the existing algorithm to meet more complex scenes
with various objectives in hierarchical Cloud computing with multi
subsystems (HCCMS).

In the existing resource scheduling algorithms of Cloud computing
and other distributed systems, a phenomenon from observation is that
each optimization algorithm has its targeted factors and scenarios
since its proposition. Considering another point of view that all the
scheduling algorithms belong to human’s wisdom and referring to re-
search on algorithm selectors in other fields (Czako et al., 2021; Huerta
et al., 2022), this paper proposes a scheduling framework to select
the scheduling algorithms (SFSSA) by combining advantages of various
scheduling algorithms. To concretize SFSSA, this paper also proposes
2

deep learning-based algorithm selectors (DLS) and deep reinforcement
learning-based algorithm selectors (DRLS) to deal with the resource
scheduling problems of HCCMS with different optimization objectives
and varying weights of cost. Although training DRL or DL to schedule
resources directly will consume abundant computing capacities and
time because the input and output spaces of resource scheduling are
too large, DLS and DRLS only consume tiny complexities to select the
scheduling algorithms. Finally, according to the types of scheduling
problems, the weight of solution and complexity, as well as the number
of tasks and resources, DLS or DRLS can select an algorithm with good
performance from the algorithm pool to minimize the cost of HCCMS.

The main contributions of this paper can be summarized as:

(1) Scheduling framework to select the scheduling algorithms (SF-
SSA): this paper proposes a framework to select scheduling
algorithm according to optimization objective and scenarios re-
garding the scheduling algorithms also as selectable resources,
which can integrate the advantages of various scheduling al-
gorithm, decompose the optimization objective and also effec-
tively decompose the computational complexity of the optimiza-
tion algorithm in complex resource management scenarios of
HCCMS.

(2) DLS and DRLS: this paper utilizes deep learning (DL) and deep
reinforcement learning (DRL) respectively to represent the
decision-making process of selecting scheduling algorithm to
construct DLS and DRLS. Using DL and DRL, the DLS and DRLS
can effectively model multiple optimization scenarios and effec-
tively train the strategy of scheduling algorithm selection, which
adapts various scenarios of variable optimization objectives. Our
proposed DLS and DRLS also explore a novel role for DL and DRL
as scheduling algorithm selector of Cloud computing.

(3) Combination of various strategies of DRLS: to further improve
the performance of DRLS, this paper applied three strategies in
DRLS including pre-trained model, long experience replay and
joint training, where each strategy optimizes the selection results
of DRLs to a certain extent. The DRLS using all these three
strategies performs best among all the DRL-based selectors.

(4) Multiple sets of experiments: this paper constructs scheduling
algorithms pool and carries on multiple sets of experiments
in complex scenarios of HCCMS to verify the superiority of
proposed algorithm selector from various sights. In experiments,
DLS and DRLS achieve better results in their own corresponding
scenarios compared with baseline strategies including random
selector (RS), greedy selector (GS), round-robin selector (RRS),
single best selector (SBS), virtual best selector (VBS) and single
fast selector (SFS).

The remainder of this paper is organized as follows. We review the
related works in Section 2. System model and formulation of scheduling
problems in complex scenarios of HCCMS are presented in Section 3.
The scheduling framework to select the scheduling algorithms (SF-
SSA) as well as the DL-based and DRL-based algorithms selectors with
multiple strategies are proposed in Section 4. The design and results
of multiple sets of experiments from various sights are presented in
Section 5. Finally, we conclude this paper in Section 6.

2. Related work

Frequently used approaches for resource scheduling of
Cloud computing contain migration such as VMs migration (Sudar-
shan Chakravarthy et al., 2019), application migration (Duc et al.,
2019), task migration (Miao et al., 2020), and workload migration
(Fiandrino et al., 2017); Queuing model such as M/M/S (Ding et al.,
2020) and M/G/1 (Li, 2009); multi-phase approach (Laili et al., 2020);
as well as scheduling algorithm. The core of these approaches is still
the scheduling algorithm including several categories according to
the solution way: direct allocation algorithms, search algorithms, and

machine learning algorithms.
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Direct allocation algorithm, mostly heuristic algorithm, is one type
of the commonly applied algorithms in realistic Cloud systems that
benefit from its low computing complexity, light-weight, analyzabil-
ity, ease of implementation and deployment. In the direct allocation
algorithm, LPT (Croce and Scatamacchia, 2020), greedy (Mao et al.,
2021), random, RR (Round-Robin) (Pradhan et al., 2016), FFD (Tian
et al., 2018), FCFS (First Come First Serve) (Abhikriti and Sunita, 2017)
are frequently utilized algorithms to gain an approximate solution of
scheduling problems and have also been applied as baselines of com-
parison in recent literature. Z. Guan et al. applied Jacobi Best-response
Algorithm and proposed a novel globally optimization algorithm based
on a combination of the branch and bound framework to solve the re-
sulting non-convex cooperative problem and minimize the costs of Mo-
bile Cloud Computing (Guan and Melodia, 2017). Wenhong Tian et al.
proposed a 2-approximation algorithm, LLIF, with theoretical analysis
and proof to minimize the energy consumption of VMs scheduling (Tian
et al., 2018). Z. Hong proposed FCFI + ACTI, a QoS-Aware Distributed
Algorithm to address multi-hop computation-offloading problem in
IoT-Edge-Cloud Computing (Hong et al., 2019).

Search algorithm, mainly meta-heuristic algorithm, is a local search
or global search to get final scheme based on an initial allocation
state, which can generally achieve better solution than direct alloca-
tion algorithm but will consume more complexity of time and space.
This type of algorithm has adaptability to the varied objectives hence
applies to multi-objective optimization problems. Xiao-Fang Liu et al.
develop an ant colony system-based approach named OEMACS allo-
cating VMs to reduce energy consumption of Cloud computing (Liu
et al., 2018). M. Mahil et al. proposed PSO-ACS algorithm incorporat-
ing particle swarm optimization and Ant Colony System to optimize
energy efficiency and SLA Violation of cloud data centers (Mahil and
Jayasree, 2021). MOEAs (Laili et al., 2020) have performed supe-
riority in multi-objective scheduling problems in Cloud computing.
Ali Abdullah Hamed Al-Mahruqi et al. proposed HH-ECO, a Hybrid
Heuristic Algorithm using chaotic based particle swarm optimization
(C-PSO), to improve optimal makespan and energy conservation (Al-
Mahruqi et al., 2021). Amir Iranmanesh et al. proposed DCHG-TS, a
hybrid genetic algorithm based on load balancing routing, to optimize
both cost and makespan for scientific workflow scheduling in Cloud
computing (Iranmanesh and Naji, 2021).

Machine learning, mainly reinforcement learning and deep rein-
forcement learning usually occupying better optimization solutions in
dynamic scheduling problems than search algorithms, adapts various
scenarios apt to lifelong learning, but requires abundant data-based
training with extensive computing complexity and possesses unpre-
dictable execution results without analyzability, which may cause risk
to large-scale Cloud systems in realistic. Combining neural network and
NSGA-II algorithm, Goshgar Ismayilov et al. proposed the NN-DNSGA-
II algorithm, a multi-objective evolutionary algorithm for dynamic
workflow scheduling in Cloud computing (Ismayilov and Topcuoglu,
2020). Based on M/M/S queuing model and Q-learning, Ding Ding
et al. proposed QEEC, a two phases framework, to enhance the energy
efficiency of Cloud computing (Ding et al., 2020). However, the state
space is high dimensional and continuous resulting in massive comput-
ing complexity to train Q-table in scheduling problems. K. Lolos et al.
proposed MDP_DT, an adaptive Reinforce Learning with three strategies
that Chain Split, Reset Split and Two-phase Split to reduce the size of
state space (Lolos et al., 2017). One other strategy to express the contin-
uous state space in reinforcement learning is the deep neural network.
DRL, integrating reinforcement learning and deep learning, such as
modified DRL algorithm (Karthiban and Raj, 2020), DQTS (Tong et al.,
2020), Deep Q Network (DQN) (Dong et al., 2020), ADRL (Kardani-
Moghaddam et al., 2021) and DeepRM-Plus (Guo et al., 2021), has
been applied to solve scheduling problems in Cloud computing and
performed the superiorities of DRL verified by experiments in their
3

papers.
Table 1
Notations and descriptions.

Notation Description

𝑞 Number of subsystems
𝑘 Index of subsystem
𝑆𝑘 The subsystem with index 𝑘
𝑛𝑘 The number of server nodes in 𝑆𝑘
𝑁𝑘 The set of server nodes in 𝑆𝑘
𝑖 Index of server node
𝑅𝑘𝑖 The 𝑖th server node of 𝑆𝑘
𝑇𝑘 The set of tasks allocated to subsystem 𝑆𝑘
𝑚𝑘 The number of tasks in subsystem 𝑆𝑘
𝑗 Index of tasks
𝑇𝑘𝑗 The 𝑗th task in subsystem 𝑆𝑘

𝑇𝑆𝑘𝑖 Set of tasks in server node 𝑅𝑘𝑖

𝐾𝑆𝑘 The set of 𝑇𝑆𝑘𝑖 where 𝐾𝑆 =
⟨

𝑇𝑆𝑘1 , 𝑇 𝑆𝑘2 ,… , 𝑇 𝑆𝑘𝑛𝑘

⟩

𝐶𝐶𝑃𝑈
𝑘𝑖 The maximum capacity of CPU for node 𝑅𝑘𝑖

𝐶𝐷𝑆
𝑘𝑖 The maximum capacity of DS for node 𝑅𝑘𝑖

𝑣𝐶𝑃𝑈
𝑘𝑗𝑖 The CPU capacity request of 𝑇𝑘𝑗 for 𝑅𝑘𝑖, similarly 𝑣𝐷𝑆

𝑘𝑗𝑖

𝐿𝐶𝑃𝑈
𝑘𝑖 The occupied CPU capacity of 𝑅𝑘𝑖, similarly 𝐿𝐷𝑆

𝑘𝑖

𝐸𝑇𝑘𝑗𝑖 The processing time of task 𝑇𝑘𝑗 when executed in 𝑅𝑘𝑖

𝑅𝑇𝑘𝑖 The running time of server node 𝑅𝑘𝑖

𝑀𝑇𝑘 The makespan of the 𝑘th subsystem 𝑆𝑘

𝑈𝑘(𝑡) The cost of the 𝑘th subsystem 𝑆𝑘 at time slot [𝑡, 𝑡 + 𝛿𝑡)

𝛺(𝑡) The cost of the whole system at time slot [𝑡, 𝑡 + 𝛿𝑡)

Additionally, for hierarchical or multi Cloud computing: Haifeng
Lu et al. proposed IDRQN to improve the energy consumption, load
balancing, latency and average execution time for MEC with multi-
area subsystems (Lu et al., 2020); Meng Li et al. applied DDQN to
improve the system performance for blockchain-enabled M2M com-
munications in EC with multi groups of M2M network (Li et al.,
2020); Hu et al. proposed a MOS (multi-objective scheduling) al-
gorithm based on the particle swarm optimization (PSO) to mini-
mize workflow makespan and cost simultaneously of multi-cloud en-
vironment (Hu et al., 2018); other algorithms including Joint DC
(JCORA) algorithm (Nguyen et al., 2020), P-SCA-based algorithm (Liu
et al., 2020), and PSO-based VCEPSO (Li, 2020) have been proposed
to address the resource scheduling problems of hierarchical Cloud
computing.

Overall, the existing research mainly targets improving the perfor-
mance of the scheduling algorithm itself. Differentiating from previous
research, this paper focuses on the algorithms selection of HCCMS,
regards scheduling algorithms as selectable resources and proposes
a scheduling framework to select the scheduling algorithms (SFSSA).
Additionally, this paper accords a novel role, i.e. algorithms selectors,
to DL and DRL by proposing DL-based selector (DLS) and DRL-based
selector (DRLS) for various scenarios.

3. System model and problem formulations

To assist the description of the system model and problem formula-
tions, Table 1 gives some notations used in this paper.

3.1. System model of multi-level Cloud system

Cloud computing integrates the physical or virtual machines of
various servers through high-speed Internet to form a resources pool.
When a user submits a task request, the Cloud computing management
center allocates the resources in the resource pool to the user according
to the current operation status of the Cloud computing system and
the attributes of the user’s request. After allocation, Cloud computing
management updates the status of the Cloud system and monitors the
operation of the whole system in real-time. The traditional process of

Cloud management without subsystem can be seen in Fig. 1.
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Fig. 1. The traditional process of Cloud resource management.

Fig. 2. The hierarchical Cloud computing with multi subsystems (HCCMS).

Currently, a single Cloud computing resource management center
can no longer meet the rapidly growing number of task requests from
all over the world. Moreover, a single resource management center
is not robust with a low ability to anti risk. During actual operation,
multi-point control is usually adopted to manage the Cloud system
i.e. according to the attributes of Cloud computing server nodes and the
classification of target users, the large-scale Cloud computing system
is divided into multiple subsystems to form a multi-level Cloud com-
puting system (hierarchical Cloud computing with multi subsystems
(HCCMS)). Similar to but different from the Refs. Lu et al. (2020) and
Li et al. (2020), Fig. 2 presents one architecture of HCCMS.

In Fig. 2, a user or a group of users submits diverse requests to
Cloud system, the classifier in Cloud center will classify these requests
and send the classified requests to the corresponding subsystems for
processing. Then the management center (scheduler) of the subsystem
allocates these requests to specific physical or virtual machines. This
HCCMS structure in Fig. 2 reduces the overall failure probability of
system and simultaneously increases the security between subsystems.
In case of local subsystem failure, the management center of other
subsystems or Cloud center can temporarily take over the resource
scheduling of the failed subsystem under the authorization of the Cloud
system management center. In order to meet more complex scenarios
during operation of Cloud computing, the nodes in all subsystems can
be re-divided and combined into new subsystems dynamically. HC-
CMS also indicates that the resource scheduling strategies of different
subsystems may be different, which poses a great challenge to Cloud.

Focusing on resource scheduling problems in HCCMS, we consider a
HCCMS with 𝑞 subsystems donated as 𝑆 =

⟨

𝑆 , 𝑆 ,… , 𝑆
⟩

and the 𝑘th
4

1 2 𝑞
subsystem with 𝑛𝑘 server nodes donated as 𝑁𝑘 =
⟨

𝑁𝑘1, 𝑁𝑘2,… , 𝑁𝑘𝑛𝑘

⟩

.
As each server node has a limited capacity of CPU and disk storage
(DS), we use 𝐶𝐶𝑃𝑈

𝑘𝑖 and 𝐶𝐷𝑆
𝑘𝑖 to denote them. It can be assumed that

the set of tasks allocated to the subsystem 𝑆𝑘 at a time slot [𝑡, 𝑡+𝛥𝑡) as
𝑇𝑘 =

⟨

𝑇𝑘1, 𝑇𝑘2,… , 𝑇𝑘𝑚𝑘

⟩

with 𝑚𝑘 tasks. Then, we use 𝑣𝐶𝑃𝑈
𝑘𝑗𝑖 , and 𝑣𝐷𝑆

𝑘𝑗𝑖 as
the capacity request of task 𝑇𝑘𝑗 , 𝐸𝑇𝑘𝑗𝑖 as the processing time of 𝑇𝑘𝑗 , as
well as 𝐿𝐶𝑃𝑈

𝑘𝑖 and 𝐿𝐷𝑆
𝑘𝑖 as the load of 𝑅𝑘𝑖.

In order to illustrate the advantages of HCCMS, we theoretically
analyze the computational complexity of the resource scheduling al-
gorithm in HCCMS. Supposing the computational complexity of an
algorithm to allocate 𝑚 tasks to 𝑛 resources is O(𝑓 (𝑚, 𝑛)). For the
existing resource scheduling algorithms, except that algorithms with
linear complexity such as random algorithm, other algorithms have
polynomial or exponential computational complexities and meet the
𝑓 ′′
𝑚 (𝑚, 𝑛) ≥ 0 and 𝑓 ′

𝑛 (𝑚, 𝑛) ≥ 0. Therefore, Eq. (1) can be obtained based
on Jensen Inequality.

𝑓 (𝑚, 𝑛) = 𝑓 (𝑚, 𝑛) + 𝑓 (0, 𝑛) ≥
𝑞
∑

𝑘=1
𝑓 (𝑚𝑘, 𝑛) ≥

𝑞
∑

𝑘=1
𝑓 (𝑚𝑘, 𝑛𝑘) (1)

Especially, when an algorithm has polynomial complexity above
quadratic or exponential complexity, the computational complexity
satisfies ∃𝛼 ≥ 2 𝐬.𝐭. O(𝑓 (𝑚, 𝑛)) ≥ O(𝑚𝛼). Then, Eq. (2) can be obtained
based on Power-Mean Inequality.

𝑓 (𝑚, 𝑛) ≥ 𝑞(𝛼−1)
𝑞
∑

𝑘=1
𝑓
(

𝑚
𝑞
, 𝑛
)

≥ 𝑞(𝛼−1)
𝑞
∑

𝑘=1
𝑓
(

𝑚
𝑞
, 𝑛𝑘

)

(2)

According to Eq. (2), evenly allocating the tasks to subsystems can
reduce the computational complexity of resource scheduling to 𝑞1−𝛼

times. Eqs. (1) and (2) demonstrate the significance of HCCMS in
improving resource management capability.

With the theoretical analysis of dividing Cloud system into multi
subsystems, we can continue to construct its system model. Assuming
a server node (PM or VM) is only in one subsystem, we consider a
subsystem has two basic classifications i.e. homogeneous and hetero-
geneous. The homogeneous subsystem means the execution of user’s
task requests on each node is the same as well as the upper load limit
of each node is the same, whose relationship can be shown as Eq. (3).
Otherwise, the subsystem is heterogeneous.

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

⟨

𝑣𝐶𝑃𝑈
𝑘𝑗𝑖1

, 𝑣𝐷𝑆
𝑘𝑗𝑖1

⟩

=
⟨

𝑣𝐶𝑃𝑈
𝑘𝑗𝑖2

, 𝑣𝐷𝑆
𝑘𝑗𝑖2

⟩

,

𝐸𝑇𝑘𝑗𝑖1 = 𝐸𝑇𝑘𝑗𝑖2 ,
⟨

𝐶𝐶𝑃𝑈
𝑘𝑖1

, 𝐶𝐷𝑆
𝑘𝑖1

⟩

=
⟨

𝐶𝐶𝑃𝑈
𝑘𝑖2

, 𝐶𝐷𝑆
𝑘𝑖2

⟩

,

1 ≤ 𝑖1 < 𝑖2 ≤ 𝑛𝑘, 1 ≤ ∀𝑗 ≤ 𝑚𝑘.

(3)

In Cloud computing, the server nodes, commonly used to process the
same type of tasks, may approximately be homogeneous. For example,
the disks dedicated to the service nodes that processes storage requests
may be the same batch of production with the same model and for stor-
age requests, if disks are identical then the server nodes can be regarded
as homogeneous. Additionally, the server nodes, which are frequently
applied to process some computing requests or comprehensive requests,
may be heterogeneous because computing requests and comprehensive
requests from different users vary greatly.

In this paper, we consider the task requests are integral and cannot
be split into smaller ones, which means any task will be fully allocated
to only one server node, however one server node may process more
than one task simultaneously. We denote the set of tasks in node 𝑅𝑘𝑖 as
𝑇𝑆𝑘𝑖 where if a task 𝑇𝑘𝑗 is allocated to 𝑅𝑘𝑖, then 𝑇𝑘𝑗 ∈ 𝑇𝑆𝑘𝑖. All the 𝑇𝑆𝑘𝑖

in subsystem 𝑆𝑘 constitute a vector 𝐾𝑆𝑘 =
⟨

𝑇𝑆𝑘1, 𝑇 𝑆𝑘2,… , 𝑇 𝑆𝑘𝑛𝑘

⟩

.
As 𝐾𝑆𝑘 determines the unique allocation result of tasks in subsystem
𝑆𝑘, it can be leveraged to represent the solution of tasks allocation of
subsystem 𝑆𝑘. According to the occupation status of the task or VMs on
the server nodes, it can be divided into two categories: a task occupies
the server node completely within a certain time (full-occupancy),
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and the task occupies part of the server node (partial-occupancy).
If a task occupies the server node completely, the server node can
only process one task simultaneously (Ghalami and Grosu, 2019; Ding
et al., 2020), which implies other tasks need to enter the queue and
wait for the server node to be idle before being processed. For this
situation, running time of a server node 𝑅𝑇𝑘𝑖 is the main parameter
to be considered, and the total running time of the server node is equal
to the sum of the processing time of all tasks assigned to this node as
Eq. (4).

𝑅𝑇𝑘𝑖 =
∑

𝑇𝑘𝑗∈𝑇𝑆𝑘𝑖

𝐸𝑇𝑘𝑗𝑖 (4)

where we consider the processing time of tasks is fixed without af-
fection from the resources’ status or the order of tasks. For partial-
occupancy of server node, running time is no longer the superposition
of tasks’ processing time. However, the occupation of various compo-
nents in the server node is a more noteworthy parameter. Then, we
consider the tasks currently allocated to the server node will occupy
the resources of the node simultaneously in a minimum time slot. As
the occupancy of components in the server node generally satisfies the
relationship of linearly superposition, Eq. (5) can be given

𝐿𝐶𝑃𝑈
𝑘𝑖 =

∑

𝑇𝑘𝑗∈𝑇𝑆𝑘𝑗

𝑣𝐶𝑃𝑈
𝑘𝑗𝑖 (5)

here the similar relationship applies to DS.
In this paper, we do not address the issue of multi-dimensional

esource scheduling, so assume each scheduler only needs to consider
he one-dimensional resource. Finally, multiple factors, that are the
omogeneity and heterogeneity of server nodes, full-occupancy and
artial-occupancy will construct different types of subsystems in Cloud
omputing, hence increasing the abilities of Cloud systems to provide
lexible services.

.2. Subsystems and subproblems of resource scheduling

Based on the types of tasks requests and services, several types of
he subsystem in HCCMS can be presented as:

(1) Homogeneous full-occupied subsystem, which is usually utilized
to provide specific services for user groups with exclusive needs
considering that these users require independence and stabil-
ity during the service period and the type of their tasks are
stationary;

(2) Homogeneous partial-occupied subsystem, which is usually uti-
lized to provide services for the broader user groups with a
small capacity of the single task but the huge number of all task
requests, such as dedicated subsystem for file storage supporting
Cloud disk;

(3) Heterogeneous full-occupied subsystem, which is usually utilized
to provide comprehensive or customized services for specific
user groups that these users require to independently occupy
the allocated server nodes and the types of their tasks are more
complex, such as some server nodes for commercial or scientific
research activities;

(4) Heterogeneous partial-occupied subsystem, which is constructed
with various physical machines and usually utilized to provide
comprehensive services for broader users.

For the full-occupied subsystem, the running time applied by users
s the main parameter affecting the service capability of server nodes.
hus, optimizing the total running time of the server node is one of the
eys to manage the full-occupied subsystem.

For the homogeneous full-occupied subsystem, the processing time
f a task is the same for different server nodes, so the total running time
f all the server nodes in the homogeneous full-occupied subsystem
s invariant when tasks are given. Then, an optimization problem to
5

inimizing the makespan of the homogeneous full-occupied subsystem f
an be given as Eq. (6), where the makespan means the maximum
unning time of all server nodes in subsystem 𝑆𝑘, and the constraints

are shown as Eq. (7).

min𝜔(1)
𝑘 = min

(

max
𝑖=1,2,…,𝑛𝑘

( 𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝐸𝑇𝑘𝑗𝑖

))

(6)

𝐬.𝐭.
⎧

⎪

⎨

⎪

⎩

𝑚
∑

𝑖=1
𝑥𝑗𝑖 = 1,

𝑛
∑

𝑗=1
𝑥𝑗𝑖𝑣𝑘𝑗𝑖 ≤ 𝐶𝑘𝑖,

𝑥𝑗𝑖 ∈ {0, 1}, 𝑗 ∈ {1, 2,… , 𝑚𝑘}, 𝑖 ∈ {1, 2,… , 𝑛𝑘}

(7)

For heterogeneous full-occupied subsystem, the processing time of
the same task may vary on heterogeneous server nodes, which indicates
different schemes 𝐾𝑆𝑘 of tasks allocation will lead different total
running time of subsystem. Therefore in this case, the total running
time and makespan are both critical optimization objectives shown as
Eq. (8) also subject to Eq. (7).

min𝜔(2)
𝑘 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

min

(

max
𝑖=1,2,…,𝑛𝑘

( 𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝐸𝑇𝑘𝑗𝑖

))

min

( 𝑛𝑘
∑

𝑖=1

𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝐸𝑇𝑘𝑗𝑖

) (8)

For homogeneous partial-occupied subsystem, we consider two
types of subsystems classified by their services: one is the subsystem
applied to storage requests and the other is that applied to computing
requests.

The main component for Cloud storage requests is hard disk which
mainly requires load balancing to reduce network congestion. In this
paper, we use variance of server nodes’ load of disk storage to measure
the degree of balancing. Next, the objective of load balancing can be
given as

min𝜔(3)
𝑘 = min 1

𝑛𝑘

𝑛𝑘
∑

𝑖=1

( 𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝑣

𝐷𝑆
𝑘𝑗𝑖

)2

− 1
𝑛2𝑘

( 𝑛𝑘
∑

𝑖=1

( 𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝑣

𝐷𝑆
𝑘𝑗𝑖

))2 (9)

where the constraints are as Eq. (7) and ∑𝑚𝑘
𝑗=1 𝑥𝑗𝑖𝑣

𝐷𝑆
𝑘𝑗𝑖 ≤ 𝐶𝐷𝑆

𝑘𝑖 .
The computing requests mainly rely on CPU or GPU which usually

onsume more electrical energy than disk, hence one of the objectives
s to reduce the number of working nodes of subsystem (bin packing
roblem). In this paper taking the utilization of the CPU as an instance,
he single-dimensional bin packing problem can be given as

min𝜔(4)
𝑘 = min

𝑛𝑘
∑

𝑖=1
max

𝑗=1,2,…,𝑚𝑘
𝑥𝑗𝑖 (10)

where the constraints are as Eq. (7) and ∑𝑚𝑘
𝑗=1 𝑥𝑗𝑖𝑣

𝐶𝑃𝑈
𝑘𝑗𝑖 ≤ 𝐶𝐶𝑃𝑈

𝑘𝑖 .
For the heterogeneous partial-occupied subsystem providing com-

prehensive services for broader user groups, the number of instructions
accounts for a high proportion of its tasks to support various tasks.
Thus, the CPU is one of the most frequently used components. In this
case, balancing the utilization of the CPU and minimizing the total
occupied capacity of the CPU are two considerable objectives, hence
a bi-objective optimization problem can be given as

min𝜔(5)
𝑘 =

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

min 1
𝑛𝑘

𝑛𝑘
∑

𝑖=1

( 𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝑣

𝐶𝑃𝑈
𝑘𝑗𝑖

)2

− 1
𝑛2𝑘

( 𝑛𝑘
∑

𝑖=1

( 𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝑣

𝐶𝑃𝑈
𝑘𝑗𝑖

))2

min
𝑛𝑘
∑

𝑖=1

𝑚𝑘
∑

𝑗=1
𝑥𝑗𝑖𝑣

𝐶𝑃𝑈
𝑘𝑗𝑖

(11)

According to the properties of different subsystems, we have given

ive subproblems of HCCMS summarized in Table 2. Although there
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Table 2
Five subproblems in this paper.

Sign Description of problem

𝜔(1) Minimizing makespan for homogeneous resources
𝜔(2) Minimizing makespan for heterogeneous resources
𝜔(3) Load balancing of DS for homogeneous resources
𝜔(4) Bin packing for homogeneous resources
𝜔(5) Minimizing standard deviation and total load of CPU for heterogeneous

resources

are still more optimization problems for Cloud computing not listed in
Table 2, the core target of this paper is to address the joint scheduling
problems of HCCMS with various subproblems. Thus, using these five
optimization problems as examples has representativeness actually. For
the joint scheduling of more types of scheduling problems, the proposed
method in this paper will still be applicable.

3.3. Joint scheduling problem and cost model for various subproblems

In this paper, we define the joint scheduling problem for vari-
ous subproblems as optimization problems with variable optimization
objectives where the optimization objectives are known before the
scheduling of resources. Similar to Gudu et al. (2018), we also con-
struct cost model 𝑈𝑘(𝑡) for the trade-off the solution quality 𝜔𝑘(𝑡) and
computational complexity 𝜏𝑘(𝑡) of scheduling algorithm at the time slot
[𝑡, 𝑡 + 𝛥𝑡) to uniformly measure the solutions of various subproblems.
Without losing generality, we assume the cost equals the weighted
sum of optimization results and computational complexity using two
weights 𝑤(𝑘)

𝜔 (𝑡) and 𝑤(𝑘)
𝜏 (𝑡) as

𝑈𝑘(𝑡) = 𝑤(𝑘)
𝜔 (𝑡) ⋅ 𝜔𝑘 +𝑤(𝑘)

𝜏 (𝑡) ⋅ 𝜏𝑘 (12)

where 𝑤(𝑘)
𝜔 (𝑡), 𝑤(𝑘)

𝜏 (𝑡) ∈ R. Considering the complexity of realistic
scenarios, we regard the weights 𝑤(𝑘)

𝜔 (𝑡) and 𝑤(𝑘)
𝜏 (𝑡) as time-varying for

each subsystems. Generally, the objective of minimizing the cost 𝛺(𝑡)
of the whole system at the time slot [𝑡, 𝑡 + 𝛥𝑡) can be given as

min𝛺(𝑡) = min
𝑞
∑

𝑘=1
𝑈𝑘(𝑡) (13)

4. Methodology: Selectors of scheduling algorithms in HCCMS

4.1. SFSSA: Scheduling framework to select the scheduling algorithms

For the joint scheduling problem for various subproblems as Eq.
(13), a single algorithm is not enough to deal with varying and complex
scenarios, which proposes a demand for flexible utilization of various
algorithms regarding scheduling algorithms as selectable tools. Nat-
urally, the joint scheduling problem for various subproblems can be
converted to: how to select an appropriate algorithm to schedule resources
of a subsystem aiming to minimize total cost of HCCMS.

Obviously, the most appropriate algorithm corresponding to differ-
ent weights may be non-fixed. For example, when 𝑤(𝑘)

𝜔 (𝑡) > 0∧𝑤(𝑘)
𝜏 (𝑡) =

0 or 𝑤(𝑘)
𝜔 (𝑡) ≫ 𝑤(𝑘)

𝜏 (𝑡) ≥ 0, an algorithm with high complexity but can get
the optimal solution is the most appropriate; contrarily, when 𝑤(𝑘)

𝜔 (𝑡) =
0 ∧ 𝑤(𝑘)

𝜏 (𝑡) > 0 or 𝑤(𝑘)
𝜏 (𝑡) ≫ 𝑤(𝑘)

𝜔 (𝑡) ≥ 0, a fast algorithm such as greedy
algorithm or random algorithm may be the most appropriate. It can be
assumed an algorithm pool 𝐴 = ⟨𝐴1, 𝐴2,… , 𝐴𝑑⟩ has 𝑑 algorithms and
the optimization result and computational complexity of 𝑙th algorithm
for the subproblem at the time slot [𝑡, 𝑡 + 𝛥𝑡) of the subsystem 𝑆𝑘
are respectively 𝜔𝑘𝑙(𝑡) and 𝜏𝑘𝑙(𝑡). If an algorithm 𝐴𝑙 cannot solve the
subproblem of the subsystem 𝑆𝑘, we set 𝜔𝑘𝑙(𝑡) = +∞ and 𝜏𝑘𝑙(𝑡) = +∞.
Then, Eq. (13) can be transformed into Eq. (14) based on: selecting an
appropriate algorithm, where the constraints are as Eq. (15).

min𝛺(𝑡) = min
𝑞
∑

𝑑
∑

𝑦𝑘𝑙(𝑡)
(

𝑤(𝑘)
𝜔 (𝑡)𝜔𝑘𝑙(𝑡) +𝑤(𝑘)

𝜏 (𝑡)𝜏𝑘𝑙(𝑡)
)

(14)
6

𝑘=1 𝑙=1
Fig. 3. The scheduling framework to select the scheduling algorithms (SFSSA).

𝐬.𝐭.
⎧

⎪

⎨

⎪

⎩

𝑑
∑

𝑙=1
𝑦𝑘𝑙(𝑡) = 1, 𝑦𝑘𝑙(𝑡) ∈ {0, 1},

𝑘 ∈ {1, 2,… , 𝑞} , 𝑙 ∈ {1, 2,… , 𝑑}

(15)

On the premise of given weights and tasks of all subsystems, the cen-
ter of HCCMS needs to select a suitable algorithm for each subsystem to
minimize the total cost of the system. As the scheduling algorithms can
be deployed by multiple subsystems simultaneously, we only need to
construct one public algorithms pool. Then, the scheduling framework
to select the scheduling algorithms (SFSSA) from the algorithms pool to
schedule the resources of the subsystem is as Fig. 3, and its algorithm
is as Algorithm 1.

Algorithm 1: Scheduling framework to select the scheduling
algorithms (SFSSA)

Input : Tasks set 𝑇𝑘(𝑡) and their parameters, objective of
scheduling problems 𝜔(𝑘)(𝑡), weights of cost 𝑤(𝑘)

𝜔 and
𝑤(𝑘)

𝜏 , and algorithms pool 𝐴
Output: Selected algorithm 𝐴𝑦 also the solution

⟨

𝑦𝑘1(𝑡), 𝑦𝑘2(𝑡),… , 𝑦𝑘𝑞(𝑡)
⟩

of problem Eq (14)
1 Use algorithm selector to select an algorithm from algorithms

pool
2 Execute the selected algorithm to generate the solution of

scheduling problem
3 Schedule the resources based on the solution
4 Calculate the cost and update the strategies of selector

In Eq. (14), if solution 𝜔𝑘𝑙(𝑡) and complexity 𝜏𝑘𝑙(𝑡) are given before
scheduling, it only needs to select the algorithm with the minimum
cost 𝑤(𝑘)

𝜔 (𝑡)𝜔𝑘𝑙(𝑡) +𝑤(𝑘)
𝜏 (𝑡)𝜏𝑘𝑙(𝑡). However, before executing a scheduling

algorithm, 𝜔𝑘𝑙(𝑡) and 𝜏𝑘𝑙(𝑡) are usually unknown. Thus, the directly
required function of algorithm selector is to predict 𝜔𝑘𝑙(𝑡) and 𝜏𝑘𝑙(𝑡),
which nevertheless is difficult. Considering this issue, we convert the
prediction of 𝜔𝑘𝑙(𝑡) and 𝜏𝑘𝑙(𝑡) to the classification according to the input
of Algorithm 1 and utilize a classifier to act as the algorithm selector of
SFSSA. Now, we can see that two main elements of SFSSA are actually
classifier (i.e. algorithm selector) and algorithms pool.

4.2. Algorithms pool

Focusing on the five subproblems presented in Table 2, we con-
struct an algorithms pool with various algorithms including heuristic
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Table 3
Various types of algorithms in algorithms pool.

Category Algorithm Description Subproblems

𝜔(1) 𝜔(2) 𝜔(3) 𝜔(4) 𝜔(5)

Randomization Random Randomly allocating tasks to resources ! ! ! ! !

Heuristic

Greedy Scheduling with greed priory ! ! ! ! !

RR Round Robin algorithm ! ! ! # !

LPT Longest processing time algorithm ! # ! # #

SPT Shortest processing time algorithm ! ! ! # !

BFD Best fit decreasing algorithm ! # ! ! #

FFD First fit decreasing algorithm # # # ! #

FF First fit algorithm # # # ! #

Meta-heuristic
ACO Ant colony optimization algorithm ! ! ! ! !

PSO Particle Swarm optimization algorithm ! ! ! ! !

GA-Random Genetic algorithm with random initial state ! ! ! ! !

Single routelocal search

LPTS LPT-Search algorithm using LPT as search route ! ! ! # !

MLPTS MLPT-Search algorithm using MLPT as search route ! ! ! # !

BFDS BFD-Search algorithm using BFD as search route ! # ! ! #

NS Neighborhood-Search algorithm ! # ! ! #

BestBFDS BestBFD-Search using BestBFD as search route ! ! ! ! !

Multi routeslocal search

LPT-NS Using LPT and NS as search routes ! ! ! # !

MLPT-NS Using modified LPT and NS as search routes ! ! ! # !

BFD-NS Using BFD and NS as search routes ! # ! ! #

LPT-BFD-NS Using the LPT, BFD and NS as search routes ! # ! # #

Hybrid

GA-MinMin Genetic algorithm using MinMin initialized state ! ! ! ! !

ACO-GA Using the output of ACO as the input of GA ! ! ! ! !

PSO-GA Using the output of PSO as the input of GA ! ! ! ! !

MLPT-GA Using GA and MLPT as search routes ! ! ! ! !

Machine learning DRL Deep reinforcement learning ! ! ! ! !
algorithms, meta-heuristic algorithms, local search algorithms, hybrid
algorithms and deep reinforcement learning. The specific algorithm and
its corresponding subproblems are shown in Table 3. In Table 3, LPTS,
MLPTS, BFDS, BestBFDS, LPT-NS, MLPT-NS, BFD-NS and LPT-BFD-
NS are all heuristic-based local search algorithms utilizing heuristic
algorithms as search routes. The algorithm of the heuristic-based local
search algorithm is shown as Algorithm 2, which can significantly
reduce the computational complexity and enhance the optimality of
algorithms. Among Table 3, MLPTS and BestBFDS are modified algo-
rithms originating from LPT and BFD respectively to solve subproblems,
as well as their search routes are shown as Algorithm 3 and Algorithm
4.

Algorithm 2: Heuristic-based local search algorithm
Input : Subproblem 𝜔𝑘 and the set of tasks 𝑇𝑘
Output: Solution 𝐾𝑆𝑘 of the subproblem

1 Initially Allocate tasks to resources with confirmed or random
initialization policy and gain the general initial status of 𝐾𝑆𝑘

2 while Exists_Ner do
3 NoExists_Ner
4 Search neighborhood 𝑁𝑒𝑟(𝐾𝑆𝑘) of 𝐾𝑆𝑘 in the

heuristic-based local search algorithm
5 if 𝐾𝑆′

𝑘 ∈ 𝑁𝑒𝑟(𝐾𝑆𝑘) s.t. the solution of 𝐾𝑆′
𝑘 is optimal than

𝐾𝑆𝑘 then
6 Exists_Ner
7 Choose the optimal neighbor to update 𝐾𝑆′

𝑘 → 𝐾𝑆𝑘

8 Set 𝐾𝑆𝑘 as the solution of 𝜔𝑘

4.3. DLS: DL-based selector of scheduling algorithms

After giving algorithms pool, one of method to select appropriate
algorithms is Deep Learning-based selector (DLS). As deep learning
belongs to supervised learning, a labeled dataset is required to train
the DLS. To build a labeled dataset, we randomly generate these
7

five categories of problems through the simulation system; execute all
Algorithm 3: Modified LPT search route for heterogeneous
resources

Input : Tasks 𝑇𝑆 = 𝑇𝑆𝑘𝑖 ∪ 𝑇𝑆𝑘𝑙 of 𝑅𝑘𝑖 and 𝑅𝑘𝑙
Output: 𝑇𝑆𝑘𝑖 and 𝑇𝑆𝑘𝑙

1 𝑀𝑎𝑟𝑘𝑖 = 0, 𝑀𝑎𝑟𝑘𝑙 = 0, 𝑇𝑆𝑘𝑖 = ∅ and 𝑇𝑆𝑘𝑙 = ∅
2 while 𝑇𝑆 ≠ ∅ do
3 if 𝑀𝑎𝑟𝑘𝑖 ≤ 𝑀𝑎𝑟𝑘𝑙 then
4 𝑐 = 𝑖, 𝑏 = 𝑙

5 else
6 𝑐 = 𝑙, 𝑏 = 𝑖

7 Find tasks 𝑇𝑘𝛼𝑜 ∈ 𝑇𝑆 s.t. 𝐸𝑘𝛼𝑜 = min
𝑇𝑘𝑗∈𝑇𝑆

(

𝐸𝑇𝑘𝑗𝑐 − 𝐸𝑇𝑘𝑗𝑏
)

to

obtain a set of {𝑇𝑘𝛼1 , 𝑇𝑘𝛼2 ,… , 𝑇𝑘𝛼𝑠}
8 if 𝑠 ≥ 2 then
9 Choose 𝑇𝑘𝛼 s.t. 𝐸𝑇𝑘𝛼 = max

1≤𝑜≤𝑠
𝐸𝑇𝑘𝛼𝑜𝑐

10 𝑀𝑎𝑟𝑘𝑐+ = 𝐸𝑘𝛼𝑐 , 𝑇𝑆𝑘𝑐+ = {𝑇𝑘𝛼} and 𝑇𝑆− ={𝑇𝑘𝛼}

algorithms in the algorithms pool suitable for the problem; then record
the solutions and complexities of these scheduling algorithms; lastly
sort the cost of each algorithm from small to large, and set the label
value according to the sorting ranking.

For DLS, we establish several deep models with full connections as
Table 4. Tasking 100 000 training data and 10 000 testing data, the
accuracy and loss in training progress of these DLSs are plotted in Fig. 4.
From Fig. 4, the test accuracies of these three DLSs are about 95% after
training. Without losing generality, we choose the structure of DN3 as
the network structure of subsequent DRLSs and use well-trained DN3
as their pre-trained model.

4.4. DRLS: DRL-based selector of scheduling algorithms

DLS depends on the establishment of the labeled dataset marking
the current best algorithm. During the operation of the actual Cloud
computing system, it is unknown in advance which resource scheduling
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Algorithm 4: BestBFD search route
Input : Tasks 𝑇𝑆 = 𝑇𝑆𝑘𝑖 ∪ 𝑇𝑆𝑘𝑙 of 𝑅𝑘𝑖 and 𝑅𝑘𝑙
Output: 𝑇𝑆𝑘𝑖 and 𝑇𝑆𝑘𝑙

1 Set 𝛾 =
∑

𝑇𝑘𝑗∈𝑇𝑆𝑘𝑖∪𝑇𝑆𝑘𝑙
𝐸𝑇𝑘𝑗𝑖

2 , 𝑠 = 0 and 𝑀𝑎𝑟𝑘𝑖 = 0
2 for 𝑗 in tasks from largest to smallest do
3 if 𝑀𝑎𝑟𝑘𝑖 + 𝐸𝑇𝑘𝑗𝑖 ≤ 𝛾 then
4 Put task in 𝑅𝑘𝑖 and update 𝑀𝑎𝑟𝑘𝑖+ = 𝐸𝑇𝑘𝑗𝑖
5 else
6 𝑠 + +
7 Mark |

|

|

𝑀𝑎𝑟𝑘𝑖 + 𝐸𝑘𝑗𝑖 − 𝛾||
|

= 𝐿𝑠

8 Mark the scheme as 𝐾𝑆𝑠

9 Mark the scheme as 𝐾𝑆0 and Choose
argmin

𝐾𝑆

(

|

|

𝑀𝑎𝑟𝑘𝑖 − 𝛾|
|

, 𝐿1,… , 𝐿𝑠
)

as solution

Table 4
DNN structures of DLSs.

Sign Number of layers Structure (with full connections)

DN1 3 64 → 128 → 25
DN2 4 64 → 128 → 256 → 25
DN3 5 64 → 128 → 256 → 512 → 25

Fig. 4. The train process for DL-based selectors of Table 4.
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algorithm is most suitable for the dynamic scenarios. Therefore, the
other one method able to act as algorithms selector is Deep Reinforce-
ment Learning-based selector (DRLS). Based on the decision between
exploitation and exploration, the advantages of reinforcement learning
are to support non-supervised learning or semi-supervised learning, as
well as to support lifelong learning. The utilization of DNN in RL is
conducive to adapting to the continuous input space of SFSSA. In this
paper, the base components of DRLS are defined as:

(1) Environment: The environment consisting of a simulated system
receives the actions from a agent (or agents) of DRLS, executes
the selected scheduling algorithms, then calculates the cost ac-
cording to the performance of selected algorithms and feedback
the reward of selected algorithms.

(2) State space: The state space refers to the current status of each
subsystem including the objective of subproblems, weights of
cost and tasks set, which are the input of DRLS.

(3) Action space: The action space corresponding to the algorithms
pool means selecting a specific algorithm to address the corre-
sponding subproblem.

(4) Policy: The policy is a decision maker and also the selection
policy for resource scheduling algorithms in this paper.

(5) Reward and Loss Function: Training DRLS requires some feed-
back from the environment. In this paper, we use two types of
feedback to train DRLS with random alternation to accelerate
the training process: one is the reward function equal to the
reciprocal of the cost i.e. 1∕𝑈𝑘(𝑡) and train DRLS with policy
gradient shown in Algorithm 5; the other is using the best selec-
tion among some given strategies and a target net as the label
to get the cross-entropy loss and train DRLS by gradient descent.
The principle of the combination of two types of feedback is two
different gradient routes can jump out of the local convergence
of a single route.

Algorithm 5: Update parameters by policy gradient
1 Initialize parameters of networks 𝜃 arbitrary or inherit them

from DL-based selector
2 for the experience of each episode ⟨𝑠(1), 𝑎(1), 𝑟(1)⟩, … ,

⟨𝑠(𝑡), 𝑎(𝑡), 𝑟(𝑡)⟩ 𝜋𝜃 do
3 for 𝑖 = 1 → 𝑡 do
4 𝜃 → 𝜃 + 𝛼∇𝜃 log𝜋𝜃

(

𝑠𝑖, 𝑎𝑖
)

𝑣𝑖

5 return 𝜃

For HCCMS, the policy gradient is as:

𝑔 =
𝑞
∑

𝑘=1

{

𝑞𝜋
(

𝑠𝑡𝑘, 𝑎𝑡𝑘
)

∇𝜃

𝑡
∑

𝑖=0
log𝜋

(

𝑎𝑖𝑘|𝑠𝑖𝑘; 𝜃
)

}

(16)

and the updated parameters are as:

𝜃 = 𝜃 + 𝛼𝑔 (17)

where 𝑞𝜋
(

𝑠𝑡𝑘, 𝑎𝑡𝑘
)

is the score for subsystem 𝑆𝑘 based on policy 𝜋𝜃 ,
𝜋
(

𝑎𝑖𝑘|𝑠𝑖𝑘; 𝜃
)

is the conditional probability of action 𝑎𝑖𝑘 under status of
𝑠𝑖𝑘 of subsystem 𝑆𝑘 based on current policy 𝜋𝜃 , and ∑𝑞

𝑘=1
∑𝑡

𝑖=0 means
using accumulate feedback of all subsystems to update parameters of
DRLS.

The other method to get the gradient of training DRLS is target
labels of action. Combining the preponderance of DDQN and DL, we
choose the best action of the following strategies as the target action.

(1) DLS: a well-trained DLS based on the labeled dataset;
(2) Delayed network of DRLS: the DRLS saved regularly during the

training process;
(3) Random selector: randomly selecting one algorithm;
(4) Fixed selector: fixedly selecting one or several algorithms;
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Fig. 5. A framework of DRL-based selector with various strategies.
Algorithm 6: Training of DRLS with multi strategies
1 Initialize parameters of DRL-based networks (randomly initialize or inherit parameters from DL-based selector)
2 for 𝑡𝑖𝑚𝑒 = 0 → 𝑡 do
3 Generate the objective of subproblem and the weights 𝑤(𝑘)

𝜔 (𝑡𝑖𝑚𝑒) and 𝑤(𝑘)
𝜏 (𝑡𝑖𝑚𝑒)

4 Generate parameters of tasks
5 Input and obtain selection results of DL-based selector, delayed network of trained selector, random selector, fixed selector and

DRL-based selector at 𝑡𝑖𝑚𝑒 respectively
6 Execute selected algorithms of above selectors and calculate costs based on 𝑤(𝑘)

𝜔 (𝑡𝑖𝑚𝑒) and 𝑤(𝑘)
𝜏 (𝑡𝑖𝑚𝑒)

7 Get the best selection result or ranking according to costs
8 Get the reward of the selection result according to the ranking or get the label according to the best selection result
9 Store reward or label into experience pool
10 if replay long-term experience then
11 Randomly selected long-term experience from experience pool
12 if period update then
13 Train the networks of DRL-based selector according to real-time experience and long-term experience
14 if use delayed network and reach the periodic save point then
15 Save current network as delayed network
(5) DRLS itself: One or several DRLS with their own results.

In order to verify and select the appropriate DRLS model, we train
multiple selectors based on different strategies. The strategies of DRLS
considered in this paper contain:

(1) Pre-trained model: using the model trained by DLS with labeled
dataset as the initial network of DRLS;

(2) Long term experience replay & periodical update (LTPU): the
environment stores the experience 𝑒(𝑡) = ⟨𝑠(𝑡), 𝑎(𝑡), 𝑟(𝑡)⟩ into
replay memory 𝐷(𝑡) = ⟨𝑒(1), 𝑒(2),… , 𝑒(𝑡)⟩, then randomly selects
the experiences in the experience memory at a specific time to
participate in the training of DRLS;

(3) Joint training: multi-agents of DRL participate in training and
generation of target value simultaneously.

With these components, a framework of DRL-based selector can be
shown as Fig. 5. The framework of Fig. 5 contains multiple components
of strategies and the algorithm of training DRLS is shown in Algorithm
6. However, a DRL-based model may only utilize some of them and
9

Table 5
DRL-based models combining various strategies trained in this paper.

Models Pre-trained LTPU Joint training

𝑀𝑜𝑑𝑒𝑙1 # # #

𝑀𝑜𝑑𝑒𝑙2 # ! #

𝑀𝑜𝑑𝑒𝑙3 ! # #

𝑀𝑜𝑑𝑒𝑙4 # ! !

𝑀𝑜𝑑𝑒𝑙5 ! ! !

different combinations of them have distinctness in performance. Lever-
aging various training strategies and their combinations, we train and
obtain five DRL-based models as Table 5.

5. Performance evaluation

5.1. Experiment setting

Currently, there is limited literature exploring the selector of the
resource scheduling algorithm in Cloud computing and some algorithm
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Table 6
Compared baseline strategies.

Strategies Description

RS (Gudu et al., 2018) Random selector: randomly select an algorithm

GS (Gudu et al., 2018) Greedy selector: greedily select the algorithm with
solution quality or complexity

RRS Round-robin selector: select each algorithm in turn

SBS (Seiler et al., 2020;
Deshpande et al., 2021)

Single best selector: select the single algorithm
with best average performance

VBS (Seiler et al., 2020;
Deshpande et al., 2021)

Virtual Best Selector: perfectly select the algorithm
with the best previous statistical cost

SFS Single fast selector: select the fastest algorithm

selection strategies in other research directions contain Random Se-
lector (RS) (Gudu et al., 2018), Greedy Selector (GS) (Gudu et al.,
2018), Single Best Solver (SBS) (Seiler et al., 2020; Deshpande et al.,
2021), Virtual Best Solver (VBS) (Seiler et al., 2020; Nguyen et al.,
2020), Optimal Decision Tree (Boas et al., 2021) and Machine Learn-
ing (Muñoz and Kirley, 2021). Among these, RS, GS, VBS and SBS are
most commonly used as baselines of algorithms selection. Adding two
more selection strategies including Round-Robin Selector and SFS (se-
lect the fastest single algorithm), we construct the compared baselines
of this paper as Table 6.

With baselines in Table 6, DLSs in 4 and DRLSs in 5 to evaluate the
performances of DLS and DRLS, we carry out four sets of comparative
experiments respectively between:

(1) 𝐸𝑋0: Cloud system without subsystem and HCCMS;
(2) 𝐸𝑋1: Well-trained DLSs in Table 4 and baseline strategies in

Table 6;
(3) 𝐸𝑋2: Dynamically trained DRLS (𝑀𝑜𝑑𝑒𝑙1) and baseline strate-

gies;
(4) 𝐸𝑋3: Dynamically trained 𝑀𝑜𝑑𝑒𝑙1 to 𝑀𝑜𝑑𝑒𝑙5 in Table 5 (various

strategies of DRLSs).

These sets of experiments are all based on the variable-controlling
pproach. Among them, 𝐸𝑋0 fixes specific scheduling problems and
hanges the number of subsystems to observe the influence of the
umber of subsystems on the computational complexity and optimiza-
ion results of several scheduling algorithms. Fixing HCCMS structure,
arameters of tasks and server nodes, and parameters of cost model,
𝑋1, 𝐸𝑋2 and 𝐸𝑋3 are to change algorithm selection strategies so as to
bserve the impact of different algorithm selection strategies in various
cenarios. 𝐸𝑋1 is to evaluate the performance of DLSs compared to
aselines in the scenarios with relative static ranges of parameters and
imultaneously to test the adaptability of DLSs for the scenarios outside
he training dataset. 𝐸𝑋2 is to evaluate the performance of DRLS
ompared to baselines in the relative dynamic scenarios. And then, 𝐸𝑋3
s to evaluate the performance of different strategy combinations in
RLS. The combination of these four sets of experiments illustrates the
dvantages of HCCMS structure in resource scheduling, illustrates the
dvantages of DLS and DRLs in specific scenarios, and finally provides
reference for the choice of algorithm selectors.

Subsystem type often determines its user type, optimization objec-
ive and characteristic parameter. Additionally, different characteristic
arameters have different degrees of effects on the cost model. There-
ore, we set different parameter ranges according to the characteristic
arameters of subsystems for various objectives, which can be seen in
able 7.

Then, we simulate the HCCMS through a Python-based simulation
nvironment and launch the experiments on a desktop computer with
onfigurations as follows:

• CPU: Intel(R) Core(TM) i5-8400 CPU @ 2.8 GHZ.
• SSD: KINGSTON SA400S37 240 GB.
• GPU: NVIDIA GeForce GTX 1060 6 GB.
10

• Program version: Python 3.6, Tensorflow.
5.2. Results and discussion

5.2.1. EX0: Single-layer system vs. Multi-layer system
Before experiments of verifying algorithms selectors, we carry out

a set of experiments to compare the traditional single-layer system and
multi-layer system (HCCMS). To facilitate comparison in this set of
experiments, we set the scheduling problem as minimizing makespan
for heterogeneous resources (i.e. min𝜔(2)). We use three algorithms
that Random algorithm, MLPTS and GA (with fixed 600 generations
and 100 populations) for verification of complexities and optimization
results. We experiment in five types of system organizations for the
same tasks set with 104 tasks waiting to be allocated. The parameters
of tasks are consistent with those of min𝜔(2) in Table 7 and not subject
to the constraints, which means each task is randomly generated by
the uniform distribution 𝐸𝑇𝑘𝑗𝑖 ∼ U(30, 120)min. Using the number of
subsystems as the main variable, these five types of system organiza-
tions are respectively no subsystem (corresponding to abscissa 1), 5
subsystems, 10 subsystems, 25 subsystems and 50 subsystems. In the
system organizations with subsystems, we divide the tasks into the
number of subsystems and each subsystem processes the same number
of tasks. Then, the results of two experiments respectively with 100
server nodes and 200 server nodes are plotted in Fig. 6.

Fig. 6(a) plots the complexities and makespan for the system with
100 server nodes and Fig. 6(b) for that with 200 server nodes. From
Fig. 6, the complexities of MLPTS and GA both decrease with the
increase of the number of subsystems. This validates the relationship
of Eq. (2) that dividing the Cloud system into multi-layer systems
with multiple subsystems can significantly reduce the complexities
of resource scheduling. The computational complexity of the random
algorithm does not vary with the change of system organizations, which
is because the random algorithm does not consider the characteristics
of the task itself, and its computational complexity is equal to the total
number of tasks. The makespan of MLPTS increases with the increase
of the number of subsystems, while that of GA decreases slightly and
that of random algorithm overall increases but with instability. The
increase of makespan using MLPTS algorithm is caused by HCCMS
structure where the solution of MLPTS algorithm is close to the global
optimal solution but the uneven assignment of tasks to each subsystem
leads to the increase of global optimal makespan. This reason can
also explain the overall increasing trend of the makespan of random
algorithm. Additionally about the decreasing trend of GA, the solution
of GA is not close to the global optimal solution and the solution search
space of multiple subsystems is far smaller than that of no subsystem,
so GA with fixed generations and populations can find a relatively
better solution in the scenario of multiple subsystems than that of no
subsystem. Specifically discussing 100 server nodes in Fig. 6(a), the
complexity of MLPTS in no subsystem is 575M and that in 5 subsystems
is 35.9M, as well as the makespan of MLPTS in no subsystem is 3076
and that in 5 subsystems is 3212, which indicates increasing subsystems
from 0 to 5 can reduce the complexity of MLPTS by 93.8% with increase
of makespan by 4.4%. This demonstrates that HCCMS provides a way
to significantly reduce the computational complexity in exchange for a
small loss of optimization.

On the whole, this set of experiments demonstrates the obvious
benefits of multiple subsystems to the resource management of the
Cloud computing system. The experiments in the following subsections
will also be carried out in the HCCMS structure.

5.2.2. EX1: Baseline strategies vs. DL-based selectors
In this set of experiments, we compare baseline strategies corre-

sponding to Table 6 with DLSs corresponding to Table 4 to evaluate
the optimality and adaptability of DLS in various scenarios.

We experiment in the simulated HCCMS with 𝑞 = 25 subsys-
tems, where numbers of each type of problems are all 5. The cost

(𝑘)
weights of subsystems are also in uniform distribution where 𝑤𝜔 (𝑡) ∼
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Table 7
Parameter setting in experiments.

Objective Subsystem type User type Characteristic parameter Parameter value Constraint

min𝜔(1)
𝑘 Homogeneous full Specific user groups Processing time 𝐸𝑇𝑘𝑗𝑖 U(30, 120) min 𝑅𝑇𝑘𝑖 ≤ 1 day

min𝜔(2)
𝑘 Heterogeneous full Specific user groups Processing time 𝐸𝑇𝑘𝑗𝑖 U(30, 120) min 𝑅𝑇𝑘𝑖 ≤ 1 day

min𝜔(3)
𝑘 Homogeneous partial Users requesting DS Disk storage 𝑣𝐷𝑆

𝑘𝑗𝑖 U(103 , 5 × 104) MB 𝐿𝐷𝑆
𝑘𝑖 ≤ 105 MB

min𝜔(4)
𝑘 Homogeneous partial Users requesting CPU CPU capacity 𝑣𝐶𝑃𝑈

𝑘𝑗𝑖 U(10, 100) MIPS 𝐿𝐶𝑃𝑈
𝑘𝑖 ≤ 103 MIPS

min𝜔(5)
𝑘 Heterogeneous partial Users requesting CPU CPU capacity 𝑣𝐶𝑃𝑈

𝑘𝑗𝑖 U(10, 100) MIPS 𝐿𝐶𝑃𝑈
𝑘𝑖 ≤ 103 MIPS
Fig. 6. The makespan and computational complexities of various system organizations for 10 000 tasks.
Fig. 7. The performance comparison between baseline strategies and DL-based selectors with 25 subsystems for 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).
U(0, 100)∕100 and 𝑤(𝑘)
𝜏 (𝑡) ∼ U(0, 100)∕100 where U(0, 100) means ran-

domly generating an integer between [0, 100] subject to uniform distri-
bution. As the management of HCCMS in this paper mainly concerns
the cost of the system, thus we only use log𝑈𝑘(𝑡) (logarithmic cost)
calculated by solution quality and complexity as Eq. (12) to evaluate
the performance of selectors instead of additionally present optimiza-
tion results in detail such as makespan and standard deviation for each
subproblem. Dividing time into multi partitions, the number of the
arriving tasks and the available resources in each time partition are
generated by the uniform distribution. Additionally, the three DLSs,
i.e. DN1, DN2 and DN3 with different structures of networks, have been
well trained in dataset for the distributions of 𝑛𝑘(𝑡) ∼ U(2, 20) and
𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

We carry out experiments in the scenarios of 𝑛𝑘(𝑡) ∼ U(2, 20) and
𝑚 (𝑡) ∼ U(𝑛 (𝑡), 100): we randomly generate a set of tasks through
11

𝑘 𝑘
these probability distributions, execute the selected algorithms using
different algorithm selection strategies to schedule of generated tasks
to meet the specified optimization objectives, record the execution time
and optimization results of their selected scheduling algorithms, and
then calculate the logarithmic cost according to the cost model as the
index of the performance evaluation. Then, we plot the experiment
results of logarithmic cost per time partition and total logarithmic cost
in Fig. 7.

Fig. 7(a) plots the cost of the system at each time partition re-
sulted from DLSs and the baseline strategies including random selector
(denoted as RS in figures), greedy selector (GS), RR selector (RRS),
single best selector (SBS), virtual best selector (VBS) and single fast
selector (SFS). Each selector processes the same task under the same
configuration of subsystems. In Fig. 7(a), the three DLSs that DN1,
DN and DN obtain less cost than baselines, where DN performs best
2 3 3
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Table 8
The comparison of total cost for 100 time partitions with 25 subsystems between DN3 and baselines in the scenarios of 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

Items DN3 RS RRS GS SBS VBS SFS

Total cost 15 001 22 114 21 924 20 084 22 188 17 902 17 823
Improvement (𝐼𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒−DN3

) – 7112 6923 5083 7187 2901 2822

𝐼𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒−DN3
∕DN3 (%) – 47.4 46.1 33.9 47.9 19.3 18.8
Fig. 8. The performance comparison between baseline strategies and DL-based selectors with 25 subsystems with varying ranges of server nodes and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).
among all the DLSs. The results in Fig. 7(a) show that DLS can be used
to reduce the cost of resource scheduling and increasing the number
of neural network layers can improve the performance of algorithm
selection. Fig. 7(b) plots the total cost for 100 time partitions where
the tasks and subsystems for each selector are also the same. In terms
of the total cost over a long time span, DLSs still outperform compared
baseline strategies.

First of all, Fig. 7 shows that it is difficult to adapt to all scenarios
with only one algorithm or some fixed algorithms, which proves once
again the significance of selecting appropriate scheduling algorithms
for different scenarios. Moreover, the performance of randomly or
greedily selecting an algorithm to solve the resource scheduling prob-
lem is unstable. Then, Table 8 lists the total costs of Fig. 7(b) to observe
the relative improvement of DN3 compared with the baseline algorithm.
Overall from Table 8, the total cost of DN3 is improved by 47.4%,
46.1%, 33.9%, 47.9%, 19.3% and 18.8% respectively compared to RS,
GS, RRS, SBS, VBS and SFS for 100 time partitions with 25 subsystems
in the scenarios of 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

In the experiments of Fig. 7 where DN1, DN2 and DN3 significantly
outperform baselines, the ranges of server nodes and tasks are that
corresponding to the training dataset, i.e. 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼
U(𝑛𝑘(𝑡), 100). This implies DLS can perform well in the parameters
they are repeatedly trained. However, models based on deep learning
may not be adaptable to scenarios other than their training dataset.
Considering this, we continue to evaluate the performance and validity
of DLS for untrained parameter ranges. We changed the ranges of
12
server nodes, retain the ranges of tasks as 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100) and
carried out several groups of experiments to observe the logarithmic
cost of the DN1, DN2 and DN3 which are trained in 𝑛𝑘(𝑡) ∼ U(2, 20) and
𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

The results are plotted in Fig. 8, where Figs. 8(a), 8(b) and 8(c) plot
the logarithmic cost per time partition for 5 time partitions respectively
for the ranges 𝑛𝑘(𝑡) ∼ U(10, 30), 𝑛𝑘(𝑡) ∼ U(30, 50) and 𝑛𝑘(𝑡) ∼ U(50, 70).
Then, Fig. 8(d) plots the total cost for 100 time partitions for the
ranges from 𝑛𝑘(𝑡) ∼ U(10, 30) to 𝑛𝑘(𝑡) ∼ U(50, 70). In Fig. 8(a) where
𝑛𝑘(𝑡) ∼ U(10, 30) slightly deviates from the range of training 𝑛𝑘(𝑡) ∼
U(2, 20), DN1, DN2 and DN3 still outperform baselines. However, DN1,
DN2 and DN3 differ greater in performance than that of Fig. 7. DN3
has significantly lower cost than DN2 and DN1, as well as DN1 has
close cost with VBS. In Fig. 8(b) where 𝑛𝑘(𝑡) ∼ U(30, 50), the differences
of cost between DN1, DN2 and DN3 further increase, where DN3 still
outperform baselines but DN1 and DN2 achieve worse cost than other
baselines except SBS. When in Fig. 8(c), performances of the three
DLSs continue to decline so that VBS exceeds DN3 although DN3 still
performs better than other baselines. Fig. 8(d) provides an overall trend
of performance changing with the ranges of server nodes. In Fig. 8(d),
the performance degradation speeds of DN2 and DN1 are faster than
that of DN3. When the range of server nodes reaches U(20, 40), the costs
of DN1 and DN2 become larger than that of VBS and SFS in baselines,
as well as until that range reaches or exceeds U(40, 60), the costs of DN3
become greater than that of VBS and still less than SFS.
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Fig. 9. The performance comparison between the DRLS (𝑀𝑜𝑑𝑒𝑙1 being trained) and baseline strategies with 200 subsystems for 100 time partitions in the scenarios of 𝑛𝑘(𝑡) ∼ U(2, 20)
and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).
Table 9
The comparison of total cost for 100 time partitions with 200 subsystems between 𝑀𝑜𝑑𝑒𝑙1 and baselines in the scenarios 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

Items 𝑀𝑜𝑑𝑒𝑙1 RS RRS GS SBS VBS SFS

Total cost 124 426 175 572 174 959 138 977 177 077 138 744 140 024
Improvement (𝐼𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒−𝑀𝑜𝑑𝑒𝑙1 ) – 51 146 50 533 14 551 52 651 14 318 15 598

𝐼𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒−𝑀𝑜𝑑𝑒𝑙1∕𝑀𝑜𝑑𝑒𝑙1 (%) – 41.1 40.6 11.7 42.3 11.5 12.5
Analyzing the overall results of experiments in Fig. 8 can gain that
the performance of DLS, although with certain adaptability, will decline
with the ranges of server nodes far away from that trained by DLS. This
also means that DLS can maintain performance in static scenes, but
cannot guarantee adaptability in dynamic scenes. Comparing DN1, DN2
and DN3 in Figs. 8 and 7, we can see DN3 is least affected by the range
of server nodes in terms of performance followed by DN2. In addition
to the differences in network structure, these three DLSs have the same
training strategy and dataset, as well as have approximate accuracies
when achieving convergence. Therefore, this reveals a possible reason
that a neural network-based DLS with more neurons or connection
layers may have stronger adaptability in algorithm selection for varying
ranges of parameters, consistent with that the better performing DN3
has more layers and neurons than DN2 and DN1.

5.2.3. EX2: Baseline strategies vs. Model1
The premise of using DLS is enough historical data in advance

to support training. From the above results of Figs. 7 and 8, after
repeatedly training within the specified parameter range, DLS did learn
the optimal selection within this parameter range, but its performance
is still limited for the parameter range outside the training. Therefore,
although DLS has better performance than the comparison strategies in
static selection, we still need to explore additional selectors to tackle
the dynamic selection of scheduling algorithms, which indicates the
necessity of DRLS.

In this set of experiments, we compare baseline strategies corre-
sponding to Table 6 with a DRLS (𝑀𝑜𝑑𝑒𝑙1) to evaluate the optimality
and adaptability of DRLS. We experiment in a simulated HCCMS with
𝑞 = 200 subsystems, where numbers of each type of problems are
all 40. The numbers of the arriving tasks and the available resources
in each time partition are generated by uniform distribution or other
distribution (in some experiments). The cost weights of subsystems
are also in uniform distribution where 𝑤(𝑘)

𝜔 (𝑡) ∼ U(0, 100)∕100 and
𝑤(𝑘)

𝜏 (𝑡) ∼ U(0, 100)∕100. The above parameter settings are the same as
those of the comparative experiments 𝐸𝑋1. The difference is that in the
process of training DRLS, it is unknown which scheduling algorithm is
the best in advance. DRLS finds a better selection through exploration
and exploitation. Additionally, we choose 𝑀𝑜𝑑𝑒𝑙 (without additional
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training strategies) as the instance of DRLS to observe the inherent
advantages of DRL-based algorithm selector.

Since DRLS does not have the ability to optimize decision-making
at the beginning before training which needs enough training to par-
ticipate in decision-making, we set a long time period with 100 time
partitions to observe the logarithmic cost and carry out experiments
in the scenarios of 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100). Then,
the results of the logarithmic costs corresponding to the comparison
baseline strategies and DRLS (𝑀𝑜𝑑𝑒𝑙1) are plotted in Fig. 9.

Fig. 9(a) plots the cost of the system at each time partition. As
shown in Fig. 9(a), before the 10-th time partition, the costs of 𝑀𝑜𝑑𝑒𝑙1
are not obviously smaller than the best baseline, which is because
𝑀𝑜𝑑𝑒𝑙1 selector has not been well trained. After the 10-th time par-
tition, 𝑀𝑜𝑑𝑒𝑙1 can maintain better than comparison strategies with
adequate training. This is because DRLS can learn the best selection
strategy in the current scenario after enough time partitions. When
time goes on, DRLs with lifelong learning will continue to evolve itself.
Fig. 9(b) plots the total cost for 100 time partitions of the training
process. In Fig. 9(b), 𝑀𝑜𝑑𝑒𝑙1 achieves the minimum total cost much
less than baselines, although the cost of 𝑀𝑜𝑑𝑒𝑙1 is large in the initial
few time partitions.

This set of experiments has validated the feasibility of DRLS for the
scenarios without labeled data. Additionally, using DRLS can reduce
the cost evidently for dynamic resource scheduling. Table 9 lists the
total costs of Fig. 9(b) to observe the relative improvement of 𝑀𝑜𝑑𝑒𝑙1
compared with the baseline algorithm. Overall from Table 9, the total
cost of 𝑀𝑜𝑑𝑒𝑙1 is improved by 41.1%, 40.6%, 11.7%, 42.3%, 11.5% and
12.5% respectively compared to RS, GS, RRS, SBS, VBS and SFS for 100
time partitions with 200 subsystems in the scenarios of 𝑛𝑘(𝑡) ∼ U(2, 20)
and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

Similar to the experiments of DLS in Section 5.2.2, we carry out
multi experiments to test the validity of DRLS in various ranges of
parameters. We respectively change the distributions of server nodes
and tasks, then plot the cost per time partition of 𝑀𝑜𝑑𝑒𝑙1 and baselines
in the scenarios with 200 subsystems for 10 time partitions in Fig. 10.
Comparing to Fig. 9, experiments in Fig. 10(a) change the range of
server nodes to 𝑛𝑘(𝑡) ∼ U(2, 40); that in Fig. 10(b) change the range
of tasks to 𝑚 (𝑡) ∼ U(𝑛 (𝑡), 200); that in Fig. 10(c) select 𝑛 (𝑡) ∼ U(2, 20),
𝑘 𝑘 𝑘
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Fig. 10. The cost per time partition of 𝑀𝑜𝑑𝑒𝑙1 being trained and baseline strategies with 200 subsystems for 10 time partitions and various distributions of numbers of server
nodes and tasks.
𝑛𝑘(𝑡) ∼ U(20, 40), 𝑛𝑘(𝑡) ∼ U(30, 70), 𝑛𝑘(𝑡) ∼ U(50, 90) with equal
probability; as well as that in Fig. 10(d) change the distribution of
server nodes and tasks to triangular distributions i.e. 𝑛𝑘(𝑡) ∼ Tr(2, 20)
and 𝑚𝑘(𝑡) ∼ Tr(𝑛𝑘(𝑡), 100) where the probability of Tr(𝑎, 𝑏) is

𝑃Tr(𝑎,𝑏)(𝑥) =
4min (|𝑥 − 𝑎| , |𝑥 − 𝑏|)

(𝑏 − 𝑎)2 − ((𝑏 − 𝑎) mod 2)
(18)

where 𝑎 ≤ 𝑥 ≤ 𝑏 ∈ N+.
As shown in Fig. 10, DRLS can reach better performance than the

baseline within 5 time partitions in various distributions of server
nodes and tasks. Compared to that in Figs. 10(a) and 10(b), DRLS
(i.e. 𝑀𝑜𝑑𝑒𝑙1) in Figs. 10(c) and 10(d) has greater advantages than
baselines, which indicates that DRLS has stronger adaptability to more
complex dynamic scenes than baselines. Differentiating from DLS, DRLS
retains better performance than baselines with the change of parame-
ters. This is because DRLS is continuously trained by the experience
in each time partition, which makes DRLS adaptable to the dynamic
varying scenarios. In addition, DRLS based on deep reinforcement
learning not only learns the decision of algorithm selection, but also
learns the properties of parameter distribution of tasks and server nodes
to a certain extent, which is also helpful to improve the performance
of DRLS in dynamic scenes.

5.2.4. EX3: Comparison between Model1 to Model5
Previous experiments have verified the availability and superiority

of DRLS. In this set of experiments, we further consider the strategies
of DRLS including pre-trained model of DLS, LTPU and joint training
corresponding to Table 5.
14
We carry out experiments in the simulated HCCMS with 𝑞 = 200
subsystems. The cost weights of subsystems are also in uniform distri-
bution where 𝑤(𝑘)

𝜔 (𝑡) ∼ U(0, 100)∕100 and 𝑤(𝑘)
𝜏 (𝑡) ∼ U(0, 100)∕100. The

numbers of the arriving tasks and the available resources in each time
partition are generated by the uniform distribution. In order to test the
adaptability of DRLS for dynamic algorithms selection, we experiment
with two groups of parameters generation:

• 𝑛𝑘(𝑡) ∼ U(2, 50) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 200).
• 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

The parameters generation of the first group is the same as the training
dataset of DLS such as DN3. Therefore, we also add the cost of DN3 to
participate in the comparison.

The pre-trained model being used in this set of experiments is the
DN3 in Section 5.2.2 which is trained under the parameters 𝑛𝑘(𝑡) ∼
U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100). We observe the training process of
𝑀𝑜𝑑𝑒𝑙1 to 𝑀𝑜𝑑𝑒𝑙5 in 40 time partitions, and plot the results of the
costs for each time partition in Fig. 11. Fig. 11(a) plots the results for
the parameters generation of 𝑛𝑘(𝑡) ∼ U(2, 50) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 200),
and Fig. 11(b) for that of 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100).

From Fig. 11(a), 𝑀𝑜𝑑𝑒𝑙5, simultaneously leveraging pre-trained
model, LTPU and joint training, has the fastest convergence speed and
the lowest cost. Ranking from lowest to highest logarithmic cost gains
𝑀𝑜𝑑𝑒𝑙5 <

(

𝑀𝑜𝑑𝑒𝑙3,𝑀𝑜𝑑𝑒𝑙2
)

< 𝑀𝑜𝑑𝑒𝑙4 < 𝑀𝑜𝑑𝑒𝑙1 < DN3. 𝑀𝑜𝑑𝑒𝑙2 <
𝑀𝑜𝑑𝑒𝑙4 < 𝑀𝑜𝑑𝑒𝑙1 illustrates joint training can improve the optimiza-
tion of decision-making with a small range, but not better than strategy
of LTPU. 𝑀𝑜𝑑𝑒𝑙3, combining LTPU and pre-trained model, is better
than 𝑀𝑜𝑑𝑒𝑙 in the first 15 time partitions, but their results are very
2
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Fig. 11. The performance comparison in train process of the 𝑀𝑜𝑑𝑒𝑙1 to 𝑀𝑜𝑑𝑒𝑙5 with 200 subsystems for 40 time partitions.
close after 15 partitions. This demonstrates usage of pre-trained model
can improve convergence speed however cannot evidently improve
optimization of decision-making for the model after sufficient training.
Additionally, the DN3 without re-training has the higher costs than all
of DRLS. This demonstrates DLS cannot adapt to dynamic selection of
algorithms once the scenario is different from the trained dataset.

However in Fig. 11(b), DN3 is close to 𝑀𝑜𝑑𝑒𝑙5 and outperforms
than all of DRLS. The reason is that: during training DN3 under the
parameters of 𝑛𝑘(𝑡) ∼ U(2, 20) and 𝑚𝑘(𝑡) ∼ U(𝑛𝑘(𝑡), 100), the trained
labels of dataset correspond to the best algorithms, i.e., DN3 has learned
the best selection; however in training of DRLS, the best algorithms
are unknown and DRLS only learned a relatively high score selection
through the exploration for better selections. Thus, the choose of the
algorithms selectors depends on the scenarios.

In general, each strategy of pre-trained model, LTPU and joint train-
ing can improve the training or decision-making performance of the
DRLS. And DRLS is more appropriate to resolve the dynamic selection
in the real-time scheduling process when the parameters are unknown
in advance. The 𝑀𝑜𝑑𝑒𝑙5 using all strategies simultaneously can achieve
the best performance in the process of algorithm selection.

5.3. Overall summary

Through the multiple sets of experiments from different sights in
this section, we can observe both DLS and DRLS outperform than
baseline strategies in various resource scheduling scenarios of HCCMS.
Among these experiments:

• 𝐸𝑋0 demonstrates the multi-layer system structure of HCCMS
can greatly reduce the computational complexity of resource
scheduling with little loss of optimization.

• 𝐸𝑋1 demonstrates DLS can reduce the whole cost significantly
compared with baselines in the scenarios with stable parameter
ranges where DN3 reduces the cost by 47.4%, 46.1%, 33.9%,
47.9%, 19.3% and 18.8%, respectively compared to RS, GS, RRS,
SBS, VBS and SFS. Additionally, 𝐸𝑋1 also demonstrates the per-
formance of DLS will decline with the ranges of server nodes far
away from that trained by DLS, as well as DLS with more layers
or neurons may have stronger adaptability in algorithm selection
for varying ranges of parameters.

• 𝐸𝑋2 demonstrates DRLS can obtain far better cost than baselines
in the dynamic scheduling scenarios without labeled data where
𝑀𝑜𝑑𝑒𝑙1 reduces the cost by 41.1%, 40.6%, 11.7%, 42.3%, 11.5%
and 12.5% respectively compared to RS, GS, RRS, SBS, VBS and
SFS. Additionally, 𝐸𝑋2 also demonstrates DRLS retains better
performance than baselines with the change of parameters.
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• Finally, 𝐸𝑋3 demonstrates the effect of different strategies of
DRLS where the simultaneous usage of DL-based pre-trained
model, LTPU and joint training performs the best among all the
DRLSs, as well as validates DRLS have stronger adaptability to
dynamic scenes than DLS.

6. Conclusion and future works

In this paper, we formulate the joint scheduling problem of HCCMS
combining five types of subproblems in four types of subsystems, which
always cannot be addressed by a single scheduling algorithm. Focusing
on this issue, we propose the scheduling framework to select the
scheduling algorithms (SFSSA) to meet the resource management of
complex HCCMS. To concretize SFSSA, we proposed DLS and DRLS,
which can learn algorithm selection decisions in various scenarios to
tackle the challenging joint scheduling problem of HCCMS. To improve
the optimality and convergence of DRLS, we further apply various
strategies including pre-trained model, long experience reply and joint
training. Then, we carry out four sets of experiments to evaluate the
performance of DLS and DRLS in the joint scheduling problem of
reducing the cost of HCCMS.

From extensive experiments in multiple sights, we can conclude
not only HCCMS structure can significantly improve the speed of
resource management, but also our proposed SFSSA, with DLS and
DRLS as instances both outperforming baselines, can address the joint
scheduling problem in HCCMS. Concretely, DLS reduced the cost by
47.4%, 46.1%, 33.9%, 47.9%, 19.3% and 18.8% in the scenarios with
stable parameter ranges; DRLS reduced the cost by 41.1%, 40.6%,
11.7%, 42.3%, 11.5% and 12.5% in the dynamic scenarios compared
to RS, GS, RRS, SBS, VBS and SFS respectively. We can also conclude
that DRLS has stronger adaptability to dynamic resource scheduling
scenarios than DLS. Additionally, the strategies, i.e. pre-trained model,
long-term experience replay & period update and joint training, are all
conducive to improving the performance of DRLS.

The obvious significance of DLS and DRLS is that they not only
demonstrate the great potential of DL and DRL as algorithms selectors,
but also prove that resource scheduling algorithms can also be regarded
as the resources to be scheduled. Compared with directly using DL and
DRL as scheduling algorithms, DLS and DRLS (using DL and DRL
as algorithm selectors) have much lower computational complexity,
which also provides more possibilities for their application in realistic
complex systems. It also puts forward a novel considerable solution to
the challenge that no scheduling algorithm is suitable for all scenarios,
where SFSSA with DLS and DRLS implies that since there is no such
algorithm suitable for all scenarios, we will choose the most appropriate
algorithm for different scenarios. In SFSSA, all scheduling algorithms are

regarded as useful ‘‘treasures’’, because we could always find a certain
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scenario for each algorithm, making this algorithm superior to all other
algorithms in some aspects. On other counts, this paper also illustrates
the potential of hierarchical management of Cloud computing systems
using multiple subsystems.

In the future work, we plan to explore more structures and strategies
of DLS and DRLS to adapt to more complex resource scheduling scenar-
ios, as well as we plan to continue to explore the dynamic configuration
and access control policy of resources and server nodes of HCCMS
where we consider that the same server node can actually belong to
different subsystems at different time.
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