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a b s t r a c t

Accurate prediction on the utilization of cloud resources is increasingly important for public cloud
users, as it relates to the reasonable reservation of resources for minimizing the usage costs. However,
the existing relevant approaches fail to predict the usage amount of cloud resources on the basis of
the requested workloads of users’ applications, and the characteristics of changing workload data are
rarely considered for the real-time prediction. To address these challenges, we propose an online cloud
resource prediction model (OCRPM) to timely predict the proper resource usage amount. Firstly, all
of the requested workloads are classified into three types of waveform trend patterns using the trend
degree (TD). Next, a scalable window waveform sampling method (SWWS) on the classified patterns
is devised to extend the suitable workload waveform interval window for supporting the subsequent
high accurate prediction on the cloud resources. Finally, an optimal error gradient boosting regression
(OEGBR) algorithm is given to train the data model and to predict the reasonable cloud resource usage
amount in light of the requested workloads. The simulation results indicate that the proposed method
can adjust the suitable workload waveform sampling window, and achieve higher prediction accuracy
than the state-of-the-art relevant approaches and existing statistical learning models.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

Increasing enterprise applications and scientific computing
asks are deployed in public cloud systems such as Amazon
WS, Windows Azure, Aliyun and Google Cloud. Cloud service
roviders allow users to lease a certain amount of cloud resources
r virtual machines (VMs) when needed [1] while satisfying spe-
ific service level agreements [2], and the users pay the cloud
roviders on a pay-as-you-go mode. Due to the diversity of types,
ost effectiveness and operational reliability of cloud services
rovisioned by these cloud providers, users are more willing to
eserve suitable cloud resources to meet their varied business
pplication demands. However, it is quite difficult for users to
ccurately reserve how much cloud resources (e.g., CPU cores,
emory size, Disk size and Bandwidth) are needed for their

equested workloads (i.e., the task processes that constitute the
unning applications of users in this paper). Because when the
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reserved cloud resources exceed the actual ones used, the re-
sources will be wasted or in a state of inefficient utilization.
Conversely, if the reserved cloud resources are insufficient, the
execution of task workloads will be delayed or suspended. In
addition, the workload fluctuation in cloud systems may also
result in the over-provisioning or under-provisioning situation of
resources [3,4]. The former situation will bring economic losses
due to the higher usage cost of cloud resources (i.e., the more pay-
ment for users, and the greater energy waste of cloud data centers
for cloud providers), the latter one may delay or even interrupt
the execution of user tasks. As the reports show, the hourly
mean CPU utilization in Google cloud cluster-usage trace [5] and
Aliyun trace [6] is only of 25 to 35%. Therefore, for improv-
ing the resource utilization and reducing the usage cost while
guaranteeing the cloud service performance desired by users, a
timely and efficiently cloud resource prediction method needs
to be devised to determine the reasonable resource quantity
that should be reserved according to the historical and current
resource consumption.

However, accurately predicting the usage amount of cloud
resources for requested workloads is still confronted with the

following challenges:
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Fig. 1. The number of relatively-periodic requested workloads and corresponding usage amount of cloud resources.
• Constantly changing data of requested workloads and
cloud resource usage. The number of requested workloads
varies with time, and some are relatively periodic (e.g., the
general user Web applications [7] running in the public
cloud system), while others are random (e.g., the randomly-
changing workloads from the cluster-usage traces in Google
cloud data centers [5]). The usage amount of each type
of cloud resources, such as the average usage percentage
of CPU, Memory and Disk, and the average number of
Bandwidth, fluctuates in a certain degree for the relatively-
periodic workloads similar to Fig. 1, or considerably changes
for the randomly-changing ones during a day [5,6] like
Fig. 2. These cases reflect that the accurate prediction of
the cloud resource usage amount with the continuously
changing requested workloads becomes so hard.
• Nonlinear relationship between requested workloads and

corresponding cloud resource usage. Regardless of whet-
her requested workloads are relatively periodic or ran-
domly changing, due to the nonlinear relationship between
requested workloads and corresponding usage amount of
cloud resources, it is not easy to establish the mapping
relationship between them through employing historical
and current data. However, the establishment of this rela-
tionship is the key to the cloud resource prediction.
• Time-lagging cloud resource prediction. For predicting the

cloud resource usage amount, it needs to continually gen-
erate request workloads and to survey the changes on the
related resource usage in the existing practice. However,
during these processes, much time can be taken to wait for
multi-round measurement, and the data of the workloads

and resource usage cannot be immediately obtained. It is
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unacceptable for time-sensitive users to reserve the cloud
resources with the time-lagging prediction.

In the face of these problems, the existing approaches do
not analyze the essential characteristics of workload waveforms
to find the intrinsic rules of those workload changes. The data
relationship between requested workloads and related cloud re-
source usage is not also further established. In the aspect of the
timely cloud resource prediction, there are no existing methods
to carry out the online cloud resource prediction through quickly
fetching the real-time cloud resource monitoring data.

Different from the current approaches, we consider the con-
secutive fluctuation of users’ requested task workloads with the
important waveform features, further perform the scalable win-
dow waveform sampling on the classified workloads, and finally
generate the nonlinear predictable relationship between the re-
quested workloads and their usage amount of cloud resources
by training the data model of requested workloads with the
corresponding usage amount of cloud resources (called as re-
source usage labels). Integrating these new solutions can make
the fine-grained prediction of cloud resource usage on the basis of
continuous changing waveform features of requested workloads,
and achieve the online cloud resource prediction with the higher
accuracy.

The latest approaches [8–10] only predict the future trends
of users’ workloads or demands in the volatile business require-
ments for making decisions to adjust the cloud resource alloca-
tion instead of establishing the relationship between the business
workloads and the cloud resource usage. On the other hand, some
prediction methods [3,11–13] predict the future cloud workload
trends through the historical CPU utilization or usage information
used by the different models or algorithms such as the deep
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Fig. 2. The number of randomly-changing requested workloads and corresponding usage amount of cloud resources.
earning, time series, swarm and evolution, and ensemble-based
egression respectively. However, these methods reversely infer
he changes of workloads based on cloud resource usage, without
aying attention to the changing characteristics of requested
orkloads from users’ applications. Unlike the above methods,
e should find the intrinsic relevance between constantly chang-

ng requested workloads and corresponding cloud resource usage.
n the cloud resource allocation based on the workload predic-
ion, some researches [14,15] propose the skewness-avoidance
balanced) cloud resource allocation in physical machines (PMs)
ccording to the diversified requirement workloads predicted in
dvance, which relates the different types of cloud resource con-
igurations with the performance of cloud provisioning. However,
heir work does not also form the relationship between requested
orkloads and related cloud resource usage.
In the just-in-time prediction, the existing methods via the

ost-historical data analysis [16,17], such as generating different
sers’ workloads and profiling the performance of cloud systems
unning the applications, do not use a timely manner to predict
he cloud resource consumption of users’ applications. When the
sers’ demand patterns change, new round of profiling jobs must
estart. However, users cannot wait for a long time of the profiling
rocess, on the contrary, they expect to know as soon as possible
bout the cloud resource usage amount for their applications so
hat the resource reservation can be adjusted quickly to save
oney.
To address the above challenges, we put forward an online
loud resource prediction model (OCRPM), which encompasses
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the requested workload trend classification (RWTC), the scal-
able window waveform sampling (SWWS) on classified work-
loads, and the optimal error gradient boosting regression (OEGBR)
training and prediction. We firstly obtain the data of requested
workloads and cloud resource usage (e.g., CPU, Memory, Disk and
Bandwidth) through online querying the cloud monitoring trace
database from VMs, and further classify the requested workloads
into three types of trend waveform patterns (Peak, Steadiness and
Trough) in hourly time intervals. Next, with these classified data,
a scalable window waveform sampling method is proposed to
support the model training on the data of workloads and cloud
resource usage. Finally, the OEGBR is designed to train the data
model (i.e., establishing the mapping relationship between the
requested workloads and corresponding cloud resource usage)
and to predict the cloud resource usage amount by the test data.
All of the above-mentioned modules and processes are imple-
mented in the cloud service broker layer similar to our previous
work [18,19].

The main contributions of this paper are summarized as fol-
lows:

• An OCRPM is proposed to timely and efficiently predict the
reasonable resource usage amount that can be reserved in
the future according to the historical and current resource
consumption.
• A way of online querying and sampling cloud trace data

from VMs is adopted. To differentiate the waveform features
of requested workloads sampled, a measurement called the

trend degree (TD) is presented, combining the skewness
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and kurtosis of requested workloads in a certain time scale.
Through using the feature TD, all the requested workloads
are classified into three types of waveform trend patterns in
hourly time intervals such as Peak, Steadiness and Trough.
• A SWWS method on the three types of waveform trend

patterns is put forward to extend the suitable workload
waveform interval window for supporting the model train-
ing with high accuracy on the sampled data of workloads
and cloud resource usage, and its sampling algorithm is also
designed.
• An OEGBR algorithm is devised to train the data model and

to predict the reasonable cloud resource usage amount.
• Extensive simulation experiments, adopting the datasets of

the real-world business applications of an IT company and
the opening Google cloud cluster-usage trace, are conducted
to evaluate the effectiveness of the proposed method.

The rest of the paper is organized as follows. Section 2 reviews
he related work. In Section 3, we demonstrate the overall process
f the proposed OCRPM. Section 4 describes the workload trend
lassification, the SWWS method and its sampling algorithm in
etail. In Section 5, we give the OEGBR algorithm on the model
raining and prediction. Section 6 evaluates the proposed method
nd algorithms using the different cloud trace data. Finally, we
raw the conclusions in Section 7.

. Related work

In recent years, the cloud resource prediction in different cloud
ystems has received great attention, which mainly involves two
spects, the trend prediction on requested task workloads in
loud systems and the usage prediction on cloud resources run-
ing users’ task workloads. We analyze the main characteristics
f the existing methods and discuss their deficiency in the cloud
esource usage prediction.

.1. Requested workload trend prediction approaches

Many proactive cloud computing models [20–22] predicted
he volume of requests called the arrival rate for users’ applica-
ions hosted on cloud data-centers to auto-scale cloud resources.
sing the request arrival rate as prediction information only
artially captures the features of the workloads and changing sys-
ems. A more realistic proactive prediction of workload patterns
as proposed [23]. It adds the volume of requests, analyzes the
eb application access logs to discover URI (Uniform Resource

dentifier) space partitions based on the response time and the
ocument size features, and uses URI’s distribution across these
artitions to compute the probabilistic workload pattern (PWP)
or predicting the workload pattern of the next interval. Some
lassical methods, which use the time-series models such as
RMA [24], ARIMA [25], EWMA [26] and HMM [27] to predict
ata center workloads with the seasonal trends, are hard to
apture the patterns in the non-obvious seasonal workloads.
Kumar et al. [8] developed a workload prediction model based

n neural network and self adaptive differential evolution that
an predict the workloads with higher result accuracy. Wang
t al. [10] researched the trace logs of real datacenter workload
rrival trend, and presented a new LSTMtsw based on recurrent
eural networks LSTM (Long Short-Term Memory) to predict the
uture resource request trend of users. Panneerselvam et al. [28]
roposed a novel prediction model named InOt-RePCoN which
ims at a tri-fold forecast for predicting the expected number of
ob submissions in the incoming workloads. A novel classification
nd prediction framework on the changing demands was pro-
osed in [9], which adopts Piecewise Linear Representation (PLR)
341
to segment the changing time series of cloud resource demands,
and the authors devised the cloud resource demand prediction
as a weighted three-class (stable, peak, or trough) classification
problem adopting Weighted Support Vector Machines (WSVM)
that adds the extra weights for the abrupt changing number of
requests.

Although the above approaches use different models respec-
tively to achieve the better predictive goals for requested work-
loads, these researches do not simultaneously consider both the
periodic and random fluctuation of the workloads. Also, these
models prefer to make prediction only for the trend of the re-
quested workloads or demands from users so as to prepare for
the next allocation or reservation of cloud resources. However, we
should pay close attention to both the users’ requested workloads
and their corresponding cloud resource usage instead of focusing
on unilateral fluctuation in requested workloads, because the
requested workloads can greatly impact on the consumption of
cloud resources.

2.2. Cloud resource usage prediction methods

A lot of classic methods adopt the regression and artificial
neural network (ANN) models to predict the cloud resource us-
age. Hu et al. [11] used an auto-regression (AR) technology to
predict the future cloud resource workloads in which the time-
series based historical CPU utilization is employed. An ensemble-
based method [13] to predict the CPU usage of scientific ap-
plications was presented, which considers the average accuracy
of eight regression-based prediction models. These regression
models generally deal with the seasonal trends with a certain
limitation on cloud resource usage. Chen et al. [3] designed a top-
sparse auto-encoder (TSA) and an efficient deep Learning based
algorithm to predict the cloud CPU, Memory and Disk I/O usage
with high-dimensional and highly-variable cloud resource work-
loads. An evolutionary neural networks model [12] was adopted
to predict the host CPU utilization. Tang et al. [29] used the linear
regression (LR) and wavelet neural network (WNN) to predict the
short-term cloud resource workloads. But these ANN methods
either suffer from high prediction errors under the long-term case
or have the difficulty in selecting training parameters.

Qiu et al. [30,31] put forward a probabilistic demand allocation
(PDA) system to solve the demand allocation problem for the
cloud service brokerage (CSB). This system not only predicts
tenants’ CPU and Memory demands according to their historical
records, but also estimates the probability distribution about the
prediction errors. A workload aware resource allocation mech-
anism for containerized online services was presented in [32]
which consists of workload predictor, resource reservation and
online controller. The workload predictor can precisely predict
the allocated CPU cores in the periodic CPU utilization by a
LSTM network, and the prediction results serve for cloud resource
reservation and online controller. However, these methods focus
on making the prediction on the cloud resource usage according
to the historical usage, and do not correlate the resource usage
with the requested task workloads.

Some recent work [33,34] proposed the cloud resource reser-
vation and provisioning system for the predictable resource usage
of the big data analysis, which is a rack-level coalition formation
mechanism and an accurate LSTM-based price prediction method,
respectively. Recent methods [16,17] used the profiling cloud
resource and performance to predict the usage amount. Marques
et al. [35] introduced a novel model called Escada to predict the
network bandwidth for guiding the provisioning of VMs through
a VM workload profile. Whereas Hauser et al. [36] presented an
approach to monitor resource statistics on the physical level only,
and provided the profiles of CPU cores and its changing utilization
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o cloud middleware and customers for decision making. How-
ver, in terms of reserving cloud resources for users, there is a
ime-lagging problem that can result in some economic losses in
he time-limited applications.

The above methods mainly concern with the usage prediction
f cloud resources about the CPU utilization based on the cloud
istoric usage trace, so that the cloud systems can improve the
rovisioning amount of resources. However, we should simulta-
eously take the fluctuation of users’ requested workloads into
onsideration, acquire the nonlinear relationship between the
equested workloads and the usage amount of cloud resources
y a way of model training on the real-time sampling data, and
ventually realize the online cloud resource prediction.
In addition, there are several new methods proposed in recent

ears to predict the cloud resource (CPU) utilization. Liu et al. [37]
resented an adaptive categorical workload prediction method
hat categorizes the workloads and selects the Linear Regression
r the Support Vector Machines to predict CPU utilization of
Ms. However, this method only uses the slow and fast time-
cale workload data feature instead of considering the continuous
hanging features of task workloads. Baig et al. [38] proposed a
ovel approach to adaptively determine the best machine learn-
ng method to predict future CPU utilization. Even though this
ethod extracts some time-series features on the CPU utilization
nd adaptively selects a suitable machine learning method to re-
lize the prediction, however, the features of the task workloads
re not extracted, and the relationship between the workloads
nd the cloud resource usage amount is also not mentioned.

. Online cloud resource prediction model

On account of the periodically or randomly changing trends
f requested workloads and cloud resource usage, it is difficult
or users to make effective resource reservation decisions quickly,
nd the similar case is true for cloud providers to provision
he cloud resources. The over-reservation of cloud resources can
ead to unnecessary reservation cost and energy waste of cloud
esources while the under-reservation may delay or impede the
xecution of users’ applications. In response to these problems,
e propose an online cloud resource prediction model (OCRPM).

n this section, the system framework implementing OCRPM is
riefly introduced. On this basis, we describe the overall OCRPM’s
odel and process which are the focus of this paper.

.1. System framework implementing OCRPM

The proposed OCRPM is implemented in a cloud system frame-
ork shown in Fig. 3. The framework has three layers: the PM
esource Network layer, the VM Resource Provisioning layer and
he Cloud Service Broker layer.

The PM Resource Network layer builds the physical cloud
nfrastructure composed of many local or cross-regional net-
orked physical machines (PMs) that contain different types of
bundant cloud resources such as CPUs, RAMs (Memory), Disks,
nd Bandwidth (BW) of Network. The VM Resource Provisioning
ayer consists of many different sizes of virtual machine (VM)
undles reserved from a large pool of virtual machines. A bundle
f VMs may include one or more types of VMs. Each VM contains
ifferent number of virtualized cloud resources from the PM
esource Network layer. The cloud resources in the above two
ayers are provisioned by the cloud service providers of IaaSs.

The Web business applications of users are deployed into one
r more VM bundles reserved in advance, and then converted to
he task processes (called requested workloads) running in the
M bundles. The application systems can receive the requests

f task execution from cloud users in any time. In addition,
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Monitor Agents, which are deployed in the proxy monitor nodes
on the cloud VMs reserved, collect the trace data of workloads
and cloud resource usage from different VM bundles running the
users’ workloads, and send these data to the VM Resource Data
Collection Server.

The Cloud Service Broker (CSB) layer comprises VM Resource
Data Collection Server, VM Resource Usage Trace Database, the
Online Cloud Resource Prediction module and the Cloud Re-
source Reservation module. VM Resource Data Collection Server,
which is installed in the CSB layer, receives the trace data of
workloads and cloud resource usage from the Monitor Agents,
converges these data and stores them into VM Resource Us-
age Trace Database. This trace database obtains the real-time
trace data, and writes them into different data tables. The Online
Cloud Resource Prediction module is the key component in this
paper, which mainly includes three processes: RWTC, SWWS
and OEGBR. This prediction module fetches the trace data of
workloads and corresponding cloud resource usage that need
to be calculated, then carries out the process of prediction, and
finally outputs the cloud resource prediction results. More details
about the OCRPM will be expounded in the following sections.
The Cloud Resource Reservation module can accept the new
resource reservation from cloud users, and may also help users
quickly modify the reservation amount according to the real-time
prediction results.

3.2. Overall model and process of OCRPM

The whole model of the proposed OCRPM is shown in Fig. 4,
and its overall process mainly involves four processing steps in
sequence, each of which contains different method modelings or
algorithm designs that are briefly described as data acquisition
and feature extraction, requested workload trend classification,
scalable window waveform sampling, and data model training
and prediction.

Data acquisition and feature extraction. The OCRPM firstly
online fetches the raw trace data with hourly time series from
the VM Resource Usage Trace Database. The trace data includes
the number of requested workloads, the usage percentage (uti-
lization) of CPU, Memory and Disk, and the usage value (/Mbps)
of Bandwidth. Next, the model extracts the four-dimensional
statistical feature data of the requested workloads on the scale
of hour as the input data, where the trend degree (TD) of these
workloads in an initial sampling time window are calculated as
an important digital feature in the four-dimensional data. Finally,
the model separately labels the usage value of CPU, Memory,
Disk and Bandwidth in the hourly intervals as the output data
corresponding to the hourly requested workloads. In addition, the
reason for using the hourly intervals is that the cloud resources
are generally reserved and used on pay-per-hour mode, and the
trace data of requested workloads and cloud resource usage are
aggregated in hourly time-series intervals in current well-known
public cloud systems.

Requested workload trend classification. According to the
waveform feature data of hourly requested workloads, the
OCRPM uses the proposed TD method to classify all of the re-
quested workloads into three types of waveform trends in a
certain sampling time window such as Peak, Steadiness and
Trough, which denote sharply increasing to the highest points,
gently gradient or flat points, and sharply decreasing to the
lowest points, respectively. As shown in the classification chart
of the top right side of Fig. 4, the left, middle and right parts are
the waveform trends of Peak, Steadiness and Trough in sequence.

Scalable window waveform sampling. The OCRPM analyzes
the waveform patterns of the requested workloads in light of the
three types of waveform trends in the continuous hourly time-
series data. And then, it uses the scalable window waveform
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Fig. 3. The system framework implementing OCRPM.
ampling method (SWWS) to dynamically extend the suitable
orkload waveform interval window for performing the model
raining with high accuracy on these sampled data. The middle
hart of the right side of Fig. 4 shows that the continuously
hanging requested workloads in a month have the time-varying
aveforms which are sampled by means of extending or reducing
he statistical interval windows during training the data model.

Data model training and prediction. After the workload
aveform sampling, the OCRPM uses the OEGBR algorithm to
rain the data model about the requested workloads with cor-
esponding cloud resource usage label data, and to predict the
sage amount of the cloud resources by the test data. After-
ards, it evaluates the prediction error of the trained data model,
amely, if the error is increased in comparison with the predicted
esults using the last waveform window, the OEGBR algorithm
educes the waveform sampling window for guaranteeing the
ower prediction error. Otherwise, the algorithm outputs the
redicted results about the usage amount of CPU, Memory, Disk
nd Bandwidth related with the number of requested workloads
n the hourly time scale.

. Workload trend classification and the SWWS method

This section presents the detailed formulation about the pro-
osed feature extraction, waveform trend classification and scal-
ble window waveform sampling on requested workloads labeled
espective cloud resource usage amount. For ease of reading, the
otations used in this paper are summarized in Table 1.

.1. Feature extraction and trend classification

The proposed OCRPM firstly fetches the number of requested
orkloads and respective usage amount of cloud resources
i.e., CPU, Memory, Disk and Bandwidth) in hourly time-series
ntervals through using the SQL statements to online query the
M Resource Usage Trace Database during a given period of time.
fter that, the model carries out the feature extraction from the
umber of workloads acquired. The processes of the data feature
xtraction and formulation are described as follows.
Since only most related and important features that improve

he performance of each proposed model should be extracted
343
Table 1
Notations used in this paper.
Notation Description

X Input space
xi The sample data of requested workloads in the ith hour

defined as a four-dimensional feature vector
Y Output space
yi The usage amount of cloud resources in the ith hour
ϕrw
i The number of requested workloads in the ith hour, which

is the value of first feature x(1)i
∆τ A workload waveform sampling window
TD(ϕrw

|
i+∆τ
i ) The trend degree combining the skewness and kurtosis of

requested workloads during a sampling window ∆τ from
an hourly time point i to i+∆τ , which is the value of
second feature x(2)i

Di The variance of requested workloads’ number ϕrw
i , which is

the value of third feature x(3)i
Ncr
i The number of CPU cores of VMs reserved by users in the

ith hour, which is the value of fourth feature x(4)i
ξ+ Peak waveform trend of requested workloads
ξ ◦ Steadiness waveform trend of requested workloads
ξ− Trough waveform trend of requested workloads
T Training dataset
ˆf (X) The prediction model

L(y, ˆf (x)) The squared error loss function
Rj The subregion divided by the segmentation point s in the

gradient boosting regression model, and j = 1, 2
Nj The number of sample data on the subregion Rj
ĉj The optimal mean value of the output yi corresponding to

all input samples xi on the subregion Rj

according to [39,40], for decreasing the complexity of model
training and reducing the overfitting of prediction results, we
extract and reconstruct several important features of requested
workload data in hourly time-series intervals such as the number,
the skewness and kurtosis, and the sample variance, which reflect
the size, the state of waveform and the degree of deviation on
requested workloads, respectively.

The data of requested workloads in the ith hour is defined as
a four-dimensional feature vector xi = (x(1)i , x(2)i , x(3)i , x(4)i ), where
xi ∈ X ⊆ RN , X is the input space, and RN denotes N dimensional
Euclidean space. The usage amount of cloud resources in the ith
hour is represented as y = {ycpu, ymem, ydisk, ybw}, where y ∈
i i i i i i



X. Wang, J. Cao, D. Yang et al. Future Generation Computer Systems 117 (2021) 338–358
Fig. 4. The online cloud resource prediction model (OCRPM).
Y ⊆ R, the elements in yi contain the usage amount of CPU,
Memory, Disk and Bandwidth in the ith hour, Y is the output
space, and i is a sequential hourly time point. A training dataset is
denoted as T = {(x1, y1), (x2, y2), . . . , (xi, yi), . . . , (xn, yn)}, where
n is total hourly time points (i.e., maximum number of the input
samples at the mode of one sample point per hour, and the
same hereinafter) of the dataset. In the feature extraction of
four-dimensional vector xi, x

(1)
i is assigned as the number ϕrw

i of
requested workloads in the ith hour, and x(2)i is expressed by the
trend degree (TD) of requested workloads in a scalable sampling
time window, which is a geometric synthesis formula using the
skewness and kurtosis (i.e., the two digital features on the degree
of distribution of sample data in statistics), concretely explained
as follows.

The skewness, a measurement of the direction and degree
of skewness in the distribution of sample data, is the feature
value representing the degree of asymmetry of the probability
distribution density curve relative to the mean, and its formula
is Skewness(X) = µ3/σ

3, where µ3 is the third order central
moment, and σ is the standard deviation. When the probability
distribution density curve of the sample data is right-skewed
distribution (i.e, the tail on the right of the sample data curve is
344
longer than the one on the left), Skewness(X) > 0, and the greater
its value, the higher the right-skewed degree. Conversely, when it
is left-skewed distribution (i.e, the tail on the left of the sample
data curve is longer than the one on the right), Skewness(X) <
0, and the smaller its value, the higher the left-skewed degree.
When the statistical data is symmetrically normal distribution,
Skewness(X) = 0. The skewness curve is shown in Fig. 5.

The kurtosis is a feature measurement that describes the
steepness of the distribution pattern of all values in sample data,
and its formula denotes Kurtosis(X) = µ4/σ

4
−3, where µ4 is the

fourth order central moment, and σ is also the standard devia-
tion. This kurtosis has to be compared to a normal distribution.
Kurtosis(X) > 0 indicates that the distribution pattern of the
sample data is steeper than the normal distribution, and it is a
sharp peak (leptokurtic). On the contrary, Kurtosis(X) < 0 means
that the distribution pattern is relatively flat in comparison with
the normal distribution, i.e., low peak (platykurtic). Kurtosis(X) =
0 shows that the distribution pattern of flat peak is as steep as
the normal distribution. The kurtosis curve is shown in Fig. 6.

Accordingly, we propose a measurement of the trend degree
(TD), i.e., a geometric synthesis formula combining the skewness

and kurtosis of requested workloads during a waveform sampling
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Fig. 5. The skewness curve has two types which are the right-skewed distribution (a) and the left-skewed one (b), and the virtual curves among them are all the
symmetrically normal distribution. The shape in (a) is skewed to the left along the x-axis direction, and the one in (b) is skewed to the right along the x-axis
irection.
Fig. 6. The kurtosis curve has two types which are the sharp peak (leptokurtic) distribution (a) and the low peak (platykurtic) one (b), and the virtual curves among
them are all the flat peak (normal) distribution. The shape in (a) goes up along the y-axis direction, and the one in (b) goes down along the y-axis direction.
window ∆τ on the hourly time scale. The trend degree is defined
as

TD(ϕrw
|
i+∆τ
i ) =√

(Skewness(ϕrw|i+∆τ
i ))2 + (Kurtosis(ϕrw|i+∆τ

i ))2
(1)

where ϕrw
|
i+∆τ
i denotes all of the number of requested workloads

from an hourly time point i to i+∆τ .
To facilitate the understanding of the following scalable win-

dow waveform sampling method in the next section, we use
a group of trend degree curves in Fig. 7 with different oblique
angles to illustrate the meaning of the TD in Eq. (1). These trend
degree curves involve the right-skewed and sharp peak (Fig. 7(a)),
the left-skewed and sharp peak (Fig. 7(b)), the right-skewed and
low peak (Fig. 7(c)), and the left-skewed and low peak (Fig. 7(d))
distribution patterns. They start from the respective normal origin
(0, 0) (i.e., a kind of origin relative to the normal distribution) and
move to their deflection points at the four different oblique angles
in ∆τ hour windows. According to the relative distance from
the respective normal origin, we adopt the Euclidean distance
to construct the respective trend degree TD(ϕrw

|
i+∆τ
i ) of the four

inds of trend degree curves.
x(3)i is expressed by the variance Di = (ϕrw

i −ϕrw)2 of requested
orkloads’ number, where ϕrw denotes the sample mean of re-

quested workloads. x(4)i is filled by the number Ncr
i of CPU cores

of VMs reserved by users in the ith hour. The reason for extract-
ng the number of CPU cores is that it is an important system
erformance metric such as some recent related work [3,30,31].
To sum up, the four-dimensional feature vector xi of re-

quested workloads in each hour is specifically represented as
(ϕrw

i , TD(ϕrw
|
i+∆τ
i ), Di, Ncr

i ).
After the feature extraction, this system adopts the proposed

TD method with the judgment of a workload waveform kurtosis
to classify all of the requested workloads that have been featured.
In a workload waveform sampling time window ∆τ , the proposed
345
TD method classifies the requested workloads into three types
of waveform trends, i.e., Peak (whose waveform trend is ξ+),
Steadiness (whose waveform trend is ξ ◦), and Trough (whose
waveform trend is ξ−), which mean sharply increasing to the
highest points, gently gradient or flat points, and sharply decreas-
ing to the lowest points, respectively. The values of three kinds
of workload waveforms from the hourly time point i to i + ∆τ
are separately calculated by the conditional assignment equation
Eq. (2).⎧⎪⎨⎪⎩

ξ+i ∼ ξ+i+∆τ ← TD(ϕrw
|
i+∆τ
i ), Kurtosis(ϕrw

|
i+∆τ
i ) > 0

ξ ◦i ∼ ξ ◦i+∆τ ← TD(ϕrw
|
i+∆τ
i ), Kurtosis(ϕrw

|
i+∆τ
i ) = 0

ξ−i ∼ ξ−i+∆τ ←−TD(ϕ
rw
|
i+∆τ
i ), Kurtosis(ϕrw

|
i+∆τ
i ) < 0

(2)

4.2. Scalable window waveform sampling

To accurately predict the cloud resource usage amount un-
der the changing waveform trend of request workloads in the
continuous hourly time series, we propose the scalable win-
dow waveform sampling method (SWWS) to dynamically extend
the suitable workload waveform interval window. The wave-
form sampling results are utilized to the model training with
high accuracy, and the detailed formulation of SWWS method is
demonstrated as follows.

The workload waveform sampling window is devised as ∆τ =

2k, whose value can be adjustable, and k is a positive integer
greater than 1, where the binary exponential window exten-
sion is a commonly smooth timing scaling method similar to
the sliding window technology. We stipulate that k cannot be
1, otherwise ∆τ = 2 makes the waveform trend degree TD
uncomputable. Whether it is for relatively-periodic or randomly-
changing workloads, one or two days of data can generally reflect
the varied workload waveform trends. Thus, for reducing the
possible prediction error, we set k ∈ [2, 6), such that a sampling
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Fig. 7. The trend degree curves, which include the right-skewed and sharp peak (a), the left-skewed and sharp peak (b), the right-skewed and low peak (c), and
the left-skewed and low peak (d) distribution patterns, start from the respective normal origin (i.e., a kind of origin relative to the normal distribution) and move
to their deflection points at the four different oblique angles in ∆τ hour windows.
ime interval ∆τ is limited to a maximum of two days (i.e., 4 to
48 h).

The SWWS adheres to a heuristic principle, ‘‘homogeneous
extension but heterogeneous maintenance’’, which means if two
adjacent workload waveform trend classes ξi and ξi+∆τ+1 belong
to the same trend class, then the workload waveform sampling
window must be extended by 2, otherwise, the sampling window
remains unchanged. This method better considers the diversity
of sampled workload waveform trends, and performs the cloud
resource prediction according to the changing waveform trends.
Its final objective is to minimize the prediction error. Thereby, we
give the following conditional assignment formula:⎧⎪⎪⎪⎨⎪⎪⎪⎩

∆τ ← 2∆τ , ξi and ξi+∆τ+1 ∈ ξ+

∆τ ← 2∆τ , ξi and ξi+∆τ+1 ∈ ξ ◦

∆τ ← 2∆τ , ξi and ξi+∆τ+1 ∈ ξ−

∆τ remains unchanged, otherwise

(3)

To explain the SWWS method in Eq. (3) intuitively, we depict
the processes of extending or not extending the sampling time
window by 2∆τ in Fig. 8 that contains four cases of requested
workload waveform curves corresponding to the four conditions
in Eq. (3).

Fig. 8(a) shows that when the requested workload waveform
has the peak trend during two continuous time window ∆τ that
means ξi and ξi+∆τ+1 ∈ ξ+, the waveform sampling time window
∆τ is extended by 2∆τ . Fig. 8(b) indicates that when the work-
load waveform shows the steadiness trend during two continuous
time window ∆τ that denotes ξi and ξi+∆τ+1 ∈ ξ ◦, the sampling
time window ∆τ is extended by 2∆τ . Fig. 8(c) expresses that
when the workload waveform presents the trough trend during
two continuous time window ∆τ , i.e., ξi and ξi+∆τ+1 ∈ ξ−, the
sampling time window ∆τ is extended by 2∆τ . The final case in
Fig. 8(d) shows that when the workload waveform has the regular
changing characteristic in which the peak, steadiness and trough
waveform trends alternately appear in turn during two or more
346
continuous time window ∆τ , the sampling time window ∆τ is
not extended and remains unchanged.

In light of the proposed workload trend classification, the
SWWS method and Eq. (1), (2), (3), we design Algorithm 1 to
efficiently classify and sample the requested workload trends so
as to prepare for the data model training and cloud resource
usage prediction in the next section. In Algorithm 1, Lines 1 and 2
describe the initialization and preparation of the feature extrac-
tion on the raw dataset, and Line 3 conducts the first classification
by using initial parameters. Next, the key to this algorithm is to
implement the scalable window waveform sampling on classified
workloads, as shown in Lines 4 to 17. In Lines 18 and 19, the
algorithm recalculates the workload trend degree and reclassifies
the sampled data based on the new waveform sampling window.
Finally, the algorithm generates new four-dimensional feature
vector of all the requested workloads in Line 20, and outputs the
sampled dataset in Line 21. The time complexity of Algorithm
1 is O(2n + 2n

∆τ
+ 2kn), where n is the number of the workload

sample data, n
∆τ

denotes the times of classified judgment on the
workload waveform, and k is the extending exponent of workload
waveform sampling window. Thus, the overall time complexity of
this algorithm is O(2kn).

5. OEGBR prediction mechanism and algorithm

After completing the workload data sampling, this section puts
forward the optimal error gradient boosting regression (OEGBR)
mechanism and algorithm to carry out the data model training
and prediction. Its goal is to construct the mapping relationship
between requested workloads and corresponding cloud resource
usage amount, and to predict the reasonable usage amount of
cloud resources in the future.

5.1. OEGBR prediction mechanism

The OEGBR prediction mechanism has two processes: learn-
ing sample data (i.e., training model) and predicting future re-

sult. Given a training dataset T = {(x1, y1), (x2, y2), . . . , (xi, yi),
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Fig. 8. The four cases of extending or not extending the sampling time window by 2∆τ corresponding to the four conditions in Eq. (3), i.e., extending the sampling
time window by 2∆τ in (a), (b) or (c) when ξi and ξi+∆τ+1 ∈ ξ+ , ξi and ξi+∆τ+1 ∈ ξ ◦ , or ξi and ξi+∆τ+1 ∈ ξ− is satisfied, respectively. Otherwise, not extending the
sampling time window ∆τ and the window size remains unchanged in (d).
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. . . , (xn, yn)}, where n is total hourly time points of the dataset as
described in Section 4.1, xi ∈ X is requested workloads (i.e., the
sample data that is input), and yi is cloud resource usage amount
(i.e., the output data corresponding to the input data xi) that can
be used as the label data of xi. Based on the training dataset T ,
our learning system repeatedly trains the model Y = f (X) for
multiple rounds, and finally obtains the prediction model which
is a mapping function Y = ˆf (X). For a new requested workload
xn+1 on an hourly time point, the prediction system uses Y = ˆf (X)
to determine its cloud resource usage amount yn+1 that is output.
In the process of training model, the learning system adopts the
cross validation as the model selection method in which a part of
sample data is randomly selected for the training set and the rest
for the test set. The training sample data is generally more than
the test sample data.

The OEGBR is based on the existing gradient boosting regres-
sion (GBR), which in advance needs to generate a least squares
regression tree f (x). In the input space of the training dataset,
the GBR recursively divides each region into two subregions, and
determines the output value on each subregion to construct a
binary decision tree.

Specifically, the GBR firstly selects the optimal segmentation
variable j and segmentation point s, and solves the following
equation:

min
j,s

(min
c1

∑
xi∈R1(j,s)

(yi − c1)2 +min
c2

∑
xi∈R2(j,s)

(yi − c2)2) (4)

where it traverses the variables j, scans the segmentation point s
regarding the fixed variables j whose range of value is 1 ≤ j ≤ n,
n is maximum number of the input samples, and selects the pair

(j, s) that minimizes Eq. (4).
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Secondly, it divides the region with the selected pair (j, s) and
determines the corresponding output value as follows:

R1(j, s) = {x|xj ≤ s}, R2(j, s) = {x|xj > s} (5)

ˆj =
1
Nj

∑
xi∈Rj(j,s)

yi, x ∈ Rj, j = 1, 2 (6)

here Nj is the number of samples on the subregion Rj, and ĉj
i.e., the optimal value of cj) denotes the mean value of the output
i corresponding to all input samples xi on the subregion Rj.
Thirdly, it continues calling the above two steps on both

ubregions until the stop condition is met.
Finally, the input space is divided into J subregions R1, R2,

. . , RJ to generate the decision tree:

(x) =
J∑

j=1

ĉjI(x ∈ Rj) (7)

The key difference between the proposed OEGBR and the
xisting GBR has two aspects: (a) The segmentation variable on
he subregions into which the input space is divided, has been ad-
usted according to the workload waveform sampling window ∆τ
rom the proposed SWWS method. Since we employ the SWWS
ethod on the classified workload trends for realizing more ac-
urate cloud resource usage predictions, the above segmentation
ariable j needs to be adjusted by using the sampling window
τ . (b) When the prediction error rises prior to outputting the

inal prediction value, for decreasing the next prediction error, the
EGBR can reduce the sampling window by ∆τ

2 , and return to the
SWWS algorithm for next round of workload waveform sampling
and cloud resource usage prediction. To this end, we propose the
preliminary theorem for the OEGBR algorithm as follows:
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Algorithm 1: Workload trend classification and SWWS
Input: the raw dataset with requested workloads and cloud

resource usage amount in a given hourly period n
through online querying,
T = {(x(1)1 , y1), · · · , (x

(1)
i , yi), . . . , (x

(1)
n , yn)}, and a

starting value of the workload waveform sampling
window τst

Output: the dataset sampled by using the SWWS
−→
T = {(x(l)i , yi)|1 ≤ i ≤ n, 1 ≤ l ≤ 4}

1 Extract the features of the dataset T according to Section
4.1;

2 Initialize a waveform sampling window ∆τ ← τst , and
calculate the trend degree TD(ϕrw

|
i+∆τ
i ) of each sample data

by using Eq. (1);
3 Initially classify the workload sample data by using Eq. (2),
and form three-class workload waveform trends, Peak,
Steadiness and Trough, whose value are respectively
assigned as ξ+, ξ ◦ and ξ−;

4 while 4 ≤ ∆τ < 64 do
5 last∆τ ← ∆τ ;
6 foreach i = 1, 2, . . . , n do
7 if (ξi and ξi+∆τ+1 ∈ ξ+) or (ξi and ξi+∆τ+1 ∈ ξ ◦) or

(ξi and ξi+∆τ+1 ∈ ξ−) then
8 ∆τ ← 2∆τ ;
9 else

10 beak;
11 end
12 end
13 this∆τ ← ∆τ ;
14 if this∆τ = last∆τ then
15 beak;
16 end
17 end
18 Recalculate the trend degree TD(ϕrw

|
i+∆τ
i ) of each sample

data by using Eq. (1);
19 Reclassify the workload sample data by using the same

steps as Line 3 ;
20 Generate the new four-dimensional feature vector xi =

(ϕrw
i , TD(ϕrw

|
i+∆τ
i ), Di, Ncr

i ) of requested workloads in each
hour;

21 Output the sampled dataset
−→
T =

{(x(l)i , yi)|1 ≤ i ≤ n, 1 ≤ l ≤ 4};

Theorem 1. The SWWS method that is on the basis of Eq. (1)
to Eq. (3) can reduce the prediction error of cloud resource usage
amount according to the requested workload sampled, thus improve
the accuracy of prediction.

Proof. In light of Eq. (1) to Eq. (3), the SWWS method uses the
workload waveform sampling window ∆τ = 2k, which extends
the optimal segmentation variable j and changes the segmenta-
tion point s in Eqs. (4) and (5), further decreases the total value
of ĉj in Eqs. (6) and (7). This is because that our given maximum
segmentation ⌊ n

2k
⌋ is lower than the maximum value n of the

ariable j in Eq. (5), such that
∑⌊

n
2k
⌋

j=1 ĉjI(x ∈ Rj) <
∑n

j=1 ĉjI(x ∈ Rj)
ccording to the GBR, where k ∈ [2, 6) in Section 4.2, and I(x) is
he indicator function. Thus, we give the following proof on the
rror reduction of the prediction on cloud resource usage amount.
As for the GBR, the gradient boosting algorithm finally achi-

ves the whole boosting decision tree: ˆf (x) = fM (x) =
∑M

m=1
J c I(x ∈ R ), where M is the number of decision trees.
j=1 m,j m,j

348
he ˆf (x) is used to fit the training data, and the prediction error
an be evaluated by the squared error loss function L(y, ˆf (x)) =∑n

i=1(yi − ˆf (x))2. Further, we solve the partial derivative of the
function L with respect to the segmentation variable j as follows:

∂L(y, ˆf (x))
∂ j

=
∂L(y, ˆf (x))

∂ ˆf (x)
·
∂ ˆf (x)
∂ j

=
∂

∑n
i=1(yi −

∑M
m=1

∑J
j=1 cm,jI(x ∈ Rm,j))2

∂
∑M

m=1
∑J

j=1 cm,jI(x ∈ Rm,j)
·
∂ ˆf (x)
∂ j

= 2
∂ ˆf (x)
∂ j

n∑
i=1

(
M∑

m=1

J∑
j=1

cm,jI(x ∈ Rm,j)− yi)

(8)

When M remains the same, and we let the value of J
decrease from n to ⌊ n

2k
⌋, that of

∑M
m=1

∑J
j=1 cm,jI(x ∈ Rm,j)

ill become gradually small, such that the value of
∂ ˆf (x)
∂ j =

∂
∑M

m=1
∑J

j=1 cm,jI(x∈Rm,j)

∂ j is greater than 0. Moreover, because
each of prediction goal yi does not change, this makes the value of∑n

i=1(
∑M

m=1
∑J

j=1 cm,jI(x ∈ Rm,j)− yi) go down to 0 until it is less
han 0. The above reasoning process comes to this conclusion that
he value of ∂L(y, ˆf (x))

∂ j will be finally less than 0 when the value of J
is decreased from n to ⌊ n

2k
⌋. This result indicates that Eq. (8) turns

into a negative gradient. Therefore, the prediction error L(y, ˆf (x))
of cloud resource usage amount can be reduced with a decrease
of the maximum value n of the segmentation variable j, in other
words, the accuracy of prediction can be improved.

5.2. OEGBR algorithm description

According to the proposed Theorem 1 and the existing GBR
algorithm, we give the OEGBR algorithm to conduct the data
model training and prediction as described in Algorithm 2. This
algorithm firstly initializes a root tree with a constant value that
minimizes the squared error loss function (see Line 1). From Lines
3 to 5, the algorithm calculates the value of the negative gradient
(i.e., residual) of the squared error loss function in the current
model, and then fits the approximate residuals in Line 6 when
giving all the leaf terminal nodes’ subregions on the range of
the proposed 1 to ⌊ n

2k
⌋. Next, from Lines 7 to 9, the algorithm

searches for the estimated mean value cm,j on the area of the leaf
terminal nodes, which minimizes the squared error loss function,
and updates the regression tree in Line 10. From Lines 12 to
14, we devise the judgment on whether the loss has increased,
if so, Algorithm 2 reduces the value of the workload waveform
sampling window ∆τ , and returns Algorithm 1 to generate a
new dataset sampled by using the SWWS. Otherwise, Algorithm
2 outputs the final decision regression tree ˆf (x) in Line 15. The
overall time complexity of this algorithm is O(nM).

6. Performance evaluation

We conducted the simulation experiments on two kinds of
datasets to evaluate the prediction accuracy of the proposed
OEGBR algorithm with the SWWS method. All simulation exper-
iments were implemented through combining Java with Python
programming, and the configuration of computer was Intel Core
i5-3337U CPU 1.80 GHz, 4.0 GB RAM and the Windows 7 (64 bits)
operating system.

6.1. Experimental setup

6.1.1. Experimental datasets
The simulation experiments use the relatively-periodic and

randomly-changing datasets, which respectively correspond to
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Algorithm 2: OEGBR prediction algorithm
Input: the dataset sampled by using the SWWS

−→
T = {(x(l)i , yi)|1 ≤ i ≤ n, 1 ≤ l ≤ 4}

Output: the decision regression tree ˆf (x)

1 Initialize f0(x)← argmin
c

n∑
i=1

L(yi, c);

2 foreach m = 1, 2, . . . ,M do
3 foreach i = 1, 2, . . . , n do
4 rm,i = −[

∂L(yi,f (xi))
∂ f (xi)

]f (x)=fm−1(x);
5 end
6 Fit a regression tree to the rm,i when giving terminal

subregions Rm,j, j = 1, 2, · · · , ⌊ n
2k
⌋;

7 foreach j = 1, 2, . . . , ⌊ n
2k
⌋ do

8 cm,j = argmin
c

∑
xi∈Rm,j

L(yi, fm−1(xi)+ c);

9 end

10 Update fm(x)← fm−1(x)+
⌊

n
2k
⌋∑

j=1
cm,jI(x ∈ Rm,j);

11 end
12 if L(y, fM (x)) increases then
13 τst ←

∆τ
2 , and go to Algorithm 1;

14 end

15 Output ˆf (x) = fM (x) =
M∑

m=1

⌊
n
2k
⌋∑

j=1
cm,jI(x ∈ Rm,j);

real-world web application [7] and the Google cluster-usage
traces [5]. The real-world web application has been deployed
in the Microsoft Azure China East2 Data Center (Shanghai), and
rented a F2 instance of the F series which contains 2 cores of
CPU, 4 GB of Memory (RAM), 32 GB of Disk, and 320Mbps of
maximum transmission bandwidth (BW). In acquiring the real-
world dataset, we utilize the free Zabbix [41] cloud resource
monitor system which consists of an agent monitor, a Web front-
end system and a Zabbix database server. The agent monitor has
been installed in the F2 instance of Azure China East2 (Shanghai)
running the real-world web application. It collects the trace data
of workloads and cloud resource usage from the VM instance,
and sends the data to the Zabbix database server in real time.
In order to facilitate the dataset querying and analysis, we have
installed the Web front-end system and the Zabbix database
server in another rented F2 instance of Microsoft Azure (Asia
Pacific) Australia East Data Center (Sydney). Thus, the real-world
dataset is easy to be quickly and timely fetched for our simulation
experiments. In the experiments, we online queried the 432 h
(18 days) of time-series dataset from 2019-11-08 to 2019-11-
25 at random, which includes the hourly number of requested
workloads, the hourly mean usage percentage of CPU, Memory
and Disk, and the hourly mean Bandwidth usage.

On the other hand, we obtained a Google cluster-usage time-
series dataset, which involves the mean CPU usage rate, assigned
memory usage, mean local disk space used, job ID and task
index. We selected a total 720 h (30 days) of cluster dataset (the
resource usage trace of 8640 VMs) that is summarized hourly-
interval data in time order. The number of requested workloads in
the Google cluster dataset is not directly given, however, we find
that there is an obvious pattern similarity between the workload
number and the memory usage from the real-world dataset (see
Figs. 1 and 2), therefore, we adopted the Binary Exponential Inter-
polation method to simulate an approximate requested workload
curve according to the job ID, task index and assigned memory
 λ
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usage, and then used this simulated workload curve to train and
predict the usage amount of cloud resources (CPU, Memory and
Disk) in the selected Google cluster dataset.

The list of original relevant features of datasets and the ex-
tracted key features for the final prediction from the real-world
web application and the Google cluster-usage traces are shown
in Table 2. In the experiments, we use the workload trend clas-
sification and the SWWS method in Algorithm 1 to generate
the sample dataset, and then input the dataset into Algorithm
2 for conducting the cloud resource usage prediction. To unify
the measurement scale, we adopt the maximum and minimum
normalization method to limit the value of each four-dimensional
requested workload sample data to a range of 0 to 1, and label
each sample data with the four types (CPU, Memory, Disk and
Bandwidth) of cloud resource usage value. The entire generated
sample dataset is shown in Table 3.

6.1.2. The brief description of the compared approaches
We performed the different experiments on the data model

training and prediction by using the proposed OEGBR, and also
compared with 6 types of existing statistical learning regres-
sion approaches such as LinearRegression, BayesianRidge, Elastic-
Net, ARDRegression, KernelRidge and SVR in which the first four
types are different linear regression models [42]. All of compared
models are briefly introduced as follows.

In the linear regression approaches, the expected result ŷ of
ach model is a linear combination of input variables represented
s:

ˆ(w, x) = w0 + w1x1 + · · · + wpxp (9)

where X = (x1, . . . , xp) is the input feature vector, and w =
w1, . . . , wp) denotes the coefficient vector, and w0 stands for the
ntercept.

LinearRegression is an ordinary linear regression method. It fits
linear model like Eq. (9) through utilizing the Ordinary Least
quares to minimize the residual sum of squares between the
redicted and the actual results, i.e., min

w
(∥Xw−y∥2)2, where ∥·∥2

s L2 norm.
BayesianRidge estimates a probabilistic model of the regression

roblem in which there is a Ridge regression, i.e., the ridge
oefficients minimize a penalized residual sum of squares such as
in

w
(∥Xw − y∥2)2 + α(∥w∥2)2, where the complexity parameter

α ≥ 0 is a parameter that controls the amount of shrinkage,
i.e., the larger α, the greater the amount of shrinkage, thus the
coefficients will be more robust to collinearity. The expected
result is a fully probabilistic model p(y | X, w, α) = N (y | Xw, α),
where the output y is assumed to be Gaussian distributed of Xw.
The prior of the coefficient w is given by a spherical Gaussian
p(w | λ) = N (w | 0, λ−1Ip), where the priors α and λ are
determined by the gamma distribution. In the end, the generated
model is called Bayesian Ridge regression.

ElasticNet denotes a linear regression model called Elastic Net
that uses L1 and L2 norm-regularization of the coefficients to train.
t is well suited for situations where there are interdependent
ultiple features, and is allowed to inherit some Ridge’s sta-
ility under rotation. The objective function of minimization is
xpressed as min

w

1
2nsamples

(∥Xw− y∥2)2+αρ∥w∥1+
α(1−ρ)

2 (∥w∥2)2.
ARDRegression is called Automatic Relevance Determination

egression similar to Bayesian Ridge regression except it can lead
o sparser coefficients w. ARDRegression gives a different prior
ver w through neglecting the assumption of the Gaussian being
pherical. The distribution over w is assumed to be an axis-
arallel and elliptical Gaussian distribution. Thus, each coefficient
i is obtained from a zero-centered Gaussian distribution with a
recision λi such as p(w | λ) = N (w | 0, A−1) where diag(A) =
= {λ , . . . , λ }.
1 p



X. Wang, J. Cao, D. Yang et al. Future Generation Computer Systems 117 (2021) 338–358

t
S
r
t

(
ε
s
D
ε
o

s

o
r
o
c
v

m
(
p

c
e

Table 2
The original and extracted key features of datasets.
Feature item Real-world web application dataset Google cluster-usage trace dataset

The original relevant
features

(Per millisecond)
The number of requested workloads,
Maximum requested workloads,
Processor load,
CPU usage percentage,
Memory usage percentage,
Disk usage percentage,
Bandwidth

(Per 5 min)
The number of requested workloads,
Machine number,
Mean CPU usage rate,
Maximum CPU usage,
Assigned memory usage,
Maximum memory usage,
Mean local disk space used

The extracted key features
for the final prediction
(Per-hour sampling interval)

The number of requested workloads,
The trend degree of requested workloads,
The variance of requested workloads’ number,
The number of CPU cores of VMs,
CPU usage percentage,
Memory usage percentage,
Disk usage percentage, Bandwidth

The number of requested workloads,
The trend degree of requested workloads,
The variance of requested workloads’ number,
The number of CPU cores of VMs,
Mean CPU usage rate,
Assigned memory usage,
Mean local disk space used
Table 3
The entire generated sample dataset for the final prediction. (cloud resource requirements: 1∼2 cores of CPU, 4 GB of Memory, 32
GB of Disk and 320 Mbps of maximum Bandwidth)
The different starting value τst of
workload waveform sampling window

Real-world web application dataset
(432 h of hourly-interval dataset)

Google cluster-usage trace dataset
(720 h of hourly-interval dataset)

4, 8, 16, and 32 232 training data + 200 test data
282 training data + 150 test data
332 training data + 100 test data
382 training data + 50 test data

320 training data + 400 test data
420 training data + 300 test data
520 training data + 200 test data
620 training data + 100 test data

No using the sampling window 232 training data + 200 test data
282 training data + 150 test data
332 training data + 100 test data
382 training data + 50 test data
m
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KernelRidge [43] combines Ridge regression and classifica-
ion with the kernel trick, which uses the linear Ordinary Least
quares with L2 norm regularization, so it is called Kernel Ridge
egression (KRR). This regression model is supplemented with
he kernel trick

∑n
j=1 αjκ(x⃗j, x⃗i) and ridge (regularization term)

λ
∑n

i=1
∑n

j=1 αiαjκ(x⃗j, x⃗i), accordingly, the KernelRidge’s loss func-
tion of minimization can be expressed as min

∑n
i=1(yi −

∑n
j=1

αjκ(x⃗j, x⃗i))2 + λ
∑n

i=1
∑n

j=1 αiαjκ(x⃗j, x⃗i).
SVR [44] refers to Support Vector regression, an application

method from Support Vector Machines (SVMs). SVR uses ε-
insensitive loss to solve the minimization problem with L2 norm
regularization such as min

w,b,ζ ,ζ∗

1
2w

Tw + C
∑n

i=1

ζi+ ζ ∗i ) is subject to yi−wTφ(xi)−b ≤ ε+ ζi, wTφ(xi)+b− yi ≤
+ ζ ∗i , and ζi, ζ

∗

i ≥ 0, i = 1, . . . , n, where the model penalizes
amples whose prediction is at least ε away from their true target.
epending on whether their predictions are above or below the
tube, the above samples penalize the objective through using ζi
r ζ ∗i .
Each of the mentioned regression methods performs the four-

tep model training and prediction process as follows:
• Preparing the training dataset
(a) divide the dataset with extracted features into two parts,

ne is the training dataset and the other is the test dateset, (b)
ead in the sampled training dataset that contains the features
f requested workloads x and the related usage amount y of
loud resources in each hour, and (c) separate the independent
ariables x and the dependent variables y.
• Training the regression model
(a) build the regression model object, (b) input the regression

odel into the cross validation model for training the model,
c) output the result of the cross validation, and (d) output the
redicted value y obtained in the regression training.
• Evaluating the trained model
(a) establish the regression evaluation indicator objects, (b)

alculate each regression indicator, and (c) output the model
valuation results.
350
• Performing the regression prediction
(a) read in the test dataset to be predicted, (b) use the trained

odel to perform the prediction, and (c) output the prediction
esults.

In the process of the model training, the feature selection is
ery important, and a good feature selection can improve the
erformance of the model. The main functions of the feature
election are to reduce the number and dimension of features,
ake the model generalization ability stronger, and decrease the
verfitting. The compared regression methods adopt the feature
coring mechanism to select the features. Specifically, the coeffi-
ient w of each regression model is used to select the features.
he more important the features are, the higher the coefficients
ill be in the model, and the more irrelevant the features are
o the output variables, the closer the coefficients will be to 0.
s described in the mentioned regression approaches, the fea-
ure extraction uses the regularization which is a method for
dding additional constraints or penalty to an existing model (loss
unction) so as to prevent overfitting and improve generalization.
ccordingly, minimizing a loss function becomes E(X, Y )+α∥w∥

rom E(X, Y ), where α means a tunable parameter that controls
he intensity of regularization, w denotes the vector of model
oefficients (parameters), and ∥ · ∥ is L1 or L2 norm.
In terms of the cloud resource prediction, the latest rese-

rches [3,31] use the same Google cluster-usage dataset as this
aper, and their evaluation metrics on the prediction error adopt
he mean square error (MSE) which is equal to the square of
oot mean square error (RMSE2) while our statistical regres-
ion method (OEGBR) uses the RMSE. The method in [3] gives
top-sparse auto-encoder (TSA) and an efficient deep Learning
ased algorithm to predict the cloud resource usage, and the
pproach in [31] devises a probabilistic demand allocation (PDA)
ystem to solve the demand allocation problem in which the
enants’ cloud resource demands are predicted according to their
istorical usage records. However, our approach integrates the
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Fig. 9. The prediction accuracy of cloud resource usage amount (CPU, Memory, Disk and Bandwidth) regarding different requested workloads with four starting
alues (τst = 4 ∼ 32) of workload waveform sampling windows on different number of training and test data for the relatively-periodic real-world dataset.
tatistical learning model with the task workload waveform sam-
ling different from the two latest researches, and as for the MSE,
ur average prediction error (less than 0.0036, i.e., the square of
MSE 0.06 shown in Fig. 13 of this paper) is lower than those
f the two methods (0.0038 shown in the page 931 of [3], and
.02 shown in the page 10 starting from the page 1 of [31])
nder the same prediction time and number of cloud resource
emands. Thus, our model has the higher accuracy for predicting
loud resource usage. Based on the above analysis, we focus on
omparing our method with the 6 types of existing statistical
earning regression models described in this section.

.1.3. Performance evaluation metrics
In the experiments, we use the root mean square error (RMSE)

and the mean absolute error (MAE) to evaluate the prediction
accuracy and the effectiveness of our method by comparing with
the six existing statistical learning regression approaches under
different parameter settings, and the two metrics are given as
follows:

RMSE =

√1
n

n∑
i=1

(predicted_datai − true_datai)2 (10)

MAE =
1
n

n∑
i=1

|predicted_datai − true_datai| (11)

where n is the total number of sample data, predicted_datai and
true_datai represent the predicted value and the true (actual)
value of ith sample data, respectively.
351
6.2. Experimental results

6.2.1. For the relatively-periodic real-world dataset
In this section, for the relatively-periodic real-world dataset,

we evaluate the prediction accuracy of cloud resource (CPU,
Memory, Disk, and Bandwidth) usage amount corresponding to
different requested workloads on hourly time point through
adopting the proposed SWWS method and OEGBR algorithm. We
firstly conducted the data model training and prediction by using
four input starting values τst (i.e., X-Window-OEGBR) of workload
waveform sampling windows on the training and test data. Fig. 9
depicts that the RMSE of all types of the predicted cloud resources
gradually reduces with an increase of the test sample data, and
the predicted results with the starting value τst of 8 on the SWWS
windows (8-Window-OEGBR) have the smaller prediction errors,
especially for the prediction on the usage amount of CPU and
Disk, the errors are minimum. This is because that when the
reduction of total training sample data is not great, more test
sample data, higher prediction accuracy. Moreover, for the data
of changing requested workloads and cloud resource usage in the
dataset, our algorithms can auto-calculate the suitable sampling
window for the whole sample data according to the starting value
τst , and the value τst of 8 in Fig. 9 is the optimal value.

Further, we input the workload waveform sample window
value τst of 8 into Algorithm 1 to predict the usage value of the
four different cloud resources. From Fig. 10, we can see that all
of fitting results between the predicted value and the true value
of cloud resource usage amount (CPU, Memory and Disk) are
very well except the Bandwidth. Because the running patterns
of requested workloads in the cloud systems are closely related
with the usage amount of CPU, Memory and Disk reserved, the
predicted value can approximate the true value. But the usage
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Fig. 10. The fitting comparison of cloud resource usage amount (CPU, Memory, Disk and Bandwidth) between the predicted value and the true (actual) value with
he starting window value τst of 8 on the training data of 382 and the test data of 50 from 2019-11-23 22:00 to 2019-11-25 23:00 (continuous 50 h).
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mount of Bandwidth may be affected by the data being trans-
itted in the data center, so its fitting result has a degree of
eviation.
Next, we conducted the data model training and prediction

dopting the 7 types of statistical learning regression models,
.e., LinearRegression, BayesianRidge, ElasticNet, ARDRegression,
ernelRidge, SVR and the proposed OEGBR, whose training and
est data are the same as the previous settings. Fig. 11 illustrates
hat the RMSE and MAE of all the cloud resource prediction
sing the proposed OEGBR are minimum, i.e., owning highest
rediction accuracy. Furthermore, with an increase of the test
ample data, the prediction errors fall slightly. On one hand, these
esults show that the gradient boosting regression model has the
est stability in response to different datasets, on the other hand,
ue to the SWWS on the classified requested workload waveform
rends (Peak, Steadiness and Trough), the OEGBR algorithm can
tilize the adjusted waveform window to train data model, and
ake the accurate prediction.
Finally, we compared the prediction accuracy of different

loud resource usage amount with other statistical learning re-
ression models in the case of the two ways to use the waveform
ampling window (X) and not to use the one (NoWin-X), where X
enotes one of statistical learning regression models compared. In
he former method, τst of 4 is not the optimal starting window,
ut using the value can reflect the prediction effect under the
orse parameter. As shown in Fig. 12, the cloud resource pre-
iction errors in most of regression models change little before
nd after using the SWWS method on the requested workloads,
owever, the prediction errors of the OEGBR algorithm with
he SWWS are all lower than those of other X and NoWin-X
egression models without the SWWS. These results show that
ur method can sample and train the workload data based on
he varied characteristics of the workload waveforms, and achieve
igher prediction accuracy.
352
6.2.2. For the randomly-changing Google cluster dataset
To further verify the effectiveness of the presented method,

we selected a randomly-changing Google cluster dataset (8640
VMs) including the usage amount of CPU (mean CPU usage rate
per hour), Memory (assigned memory usage per hour) and Disk
(mean local disk space used per hour) that were preprocessed
according to the way in Section 6.1.1, and then input into our
algorithms. It is noted that there is no bandwidth data provided
in Google cluster datasets. Since the prediction accuracy and
the effectiveness are proved experimentally in Section 6.2.1 by
comparing with other regression models, we only give the com-
parison of the prediction accuracy and the fitting degree under
different training and test data with four starting values (τst =
∼ 32) and τst of 16 on workload waveform sampling win-

ows, respectively. Fig. 13 indicates that with an increase of the
est sample data on requested workloads, the prediction errors
n the usage amount of cloud resources generally reduce as a
hole. Moreover, the predicted data using the starting waveform
indow value τst of 16 (16-Window-OEGBR) shows the relatively
mall prediction errors, where the prediction error on the usage
mount of CPU is minimum. But the predicted effect using the
tarting window value τst of 4 is the worst. The reasons for
hese results are similar to Fig. 9, however, the only difference
s that because the workload waveforms randomly vary in the
elected Google cluster dataset, our algorithms need a bigger
nitial sampling window to cover the waveform segments that
hange too frequently, such that the predicted results have the
igher accuracy.
Next, we conducted the comparison of fitting degree between

he predicted value and the true value of cloud resource amount
CPU, Memory and Disk) with starting window value τst of 16
uring continuous 100 h. As shown in Fig. 14, the fitting results
etween the predicted value and the true value of CPU and
emory usage amount are very well, and that of Disk usage
mount is well on the whole but there is some deviation locally.
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Fig. 11. The different methods’ prediction accuracy comparison of cloud resource usage amount (CPU, Memory, Disk and Bandwidth) regarding different requested
orkloads with the starting window value τst of 8 on different number of training and test data.
his is because that using the starting waveform window value
st of 16 can obtain the higher prediction accuracy in line with
ig. 13.
353
6.2.3. The impact of predicted results on the resource reservation
The predicted results in Figs. 10 and 14 reflect the estimated

level on the usage amount (value) of different kinds of cloud
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Fig. 12. The different methods’ prediction accuracy of cloud resource usage amount (CPU, Memory, Disk and Bandwidth) on different number of training and test
data when inputting the workload waveform sampling window (τst = 4 that is not optimal starting window) and not using the one (NoWin-X).

Fig. 13. The prediction accuracy of cloud resource usage amount (CPU, Memory and Disk) regarding different requested workloads with four starting values
(τst = 4 ∼ 32) of workload waveform sampling windows on different number of training and test data for the randomly-changing Google cluster dataset.

354
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Fig. 14. The fitting comparison of cloud resource usage amount (CPU, Memory and Disk) between the predicted value and the true (actual) value with the starting
indow value τst of 16 on the training data of 620 and the test data of 100 (continuous 100 h).
esources, and also impact on the decision to adjust the resource
eservation for users and the resource provisioning for cloud
roviders. We leverage the difference (error) between the pre-
icted value and the true (actual) value of cloud resource usage
o measure the error level that involves the overestimation, the
nbiased estimation and the underestimation as expressed by the
ollowing conditional judgment formula:⎧⎨⎩
Overestimation, (pdi − tdi) > 0
Unbiased estimation, (pdi − tdi) = 0
Underestimation, (pdi − tdi) < 0

(12)

where pdi and tdi denote the predicted value and the true (actual)
value of ith cloud resource usage as the same as Eqs. (10) and (11),
respectively. The overestimation means that the predicted usage
amount of cloud resources is more than the actual one, the un-
biased estimation indicates that the predicted usage amount just
matches with the actual one, and the underestimation denotes
that the predicted usage amount is lower than the actual one.

In Fig. 15, for the relatively-periodic real-world test dataset,
we analyzed the usage value errors of cloud resources (CPU,
Memory, Disk and BW) according to the predicted results in
Fig. 10. The input data prior to the prediction is 50 different
number of requested workloads on the continuous 50 hourly
predicted time points, i.e., the final 50 h of requested workload
data as shown in the top part of Fig. 1. Most of the usage amount
errors (deviations) of cloud resources are within ±1%. The usage
amount errors of Memory and Disk are close to 0, i.e., near
to the state of the unbiased estimation. For the cases that the
usage amount errors of CPU and BW are beyond ±1%, there are
certain number of the overestimation and the underestimation.
In the case of the overestimation, for reducing the usage cost
of running applications and improving resource utilization, we
can appropriately decrease the reserved amount of cloud re-
sources for users according to the percentage of resource usage
amount errors. Conversely, in the case of the underestimation,
355
Fig. 15. The error estimation analysis of predicted cloud resource usage amount
on the relatively-periodic real-world test dataset that contains 50 different
number of requested workloads on the continuous 50 hourly predicted time
points.

the suitable amount of cloud resources should be increased to
guarantee the running performance of applications on the basis of
the percentage of resource usage amount errors, i.e., adding the
reserved amount of cloud resources for users or enhancing the
provisioning amount for providers.

In Fig. 16 for the randomly-changing Google cluster test
dataset, we conducted the similar analysis on the usage value
errors of cloud resources (CPU, Memory and Disk) in light of the
predicted results in Fig. 14. Before performing the prediction,
we input the data that is 100 different number of requested
workloads on the continuous 100 hourly predicted time points,
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Fig. 16. The error estimation analysis of predicted cloud resource usage amount
on the randomly-changing Google cluster test dataset that contains 100 different
number of requested workloads on the continuous 100 hourly predicted time
points.

i.e., the final 100 h of requested workload data as shown in the
top part of Fig. 2. The usage amount errors of Disk is close to 0,
i.e., near to the state of the unbiased estimation. Those of CPU and
Memory are within ±0.05% from 0 to 60 h, after that, most of the
usage amount errors are within ±0.35%. For the cases that the
sage amount errors of CPU and Memory exceed ±0.05%, some
uantity of the overestimation and the underestimation also
xist. In terms of these cases, we can take the measures similar
o Fig. 15 to adjust the reserved amount of cloud resources.

. Conclusions and future work

There are some challenges in current cloud resource usage
redictions such as the continuous changes of requested work-
oads and respective cloud resource usage, the difficulties in
redicting the usage amount of cloud resources according to
equested workloads, and the time-lagging prediction. Toward
his end, we propose an online cloud resource prediction model
OCRPM) to timely and efficiently predict the reasonable re-
ource usage amount according to the historical and current
esource consumption queried in real time. This model includes
he requested workload trend classification (RWTC) that gen-
rates three types of workload trend waveform patterns (Peak,
teadiness and Trough) in hourly time intervals, the scalable win-
ow waveform sampling (SWWS) on classified workloads, and
he optimal error gradient boosting regression (OEGBR) training
nd prediction. Through the theoretical demonstration and the
xtensive experiments on different types of datasets, the pro-
osed method can reduce the fitting error better and improve the
ccuracy of prediction results compared with the latest relevant
pproaches and existing statistical learning regression models.
uture work will add some requirement parameters of users in
he cloud resource prediction, and further realize the adaptive
eservation and provisioning of cloud resources according to the
esource usage prediction results.
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